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Summary

Large inserts of horizontally acquired DNA that contain functionally
related genes with limited phylogenetic distribution are often referred to
as Genomic Islands (GIs). Integration of GIs can in a single step transform
a microbial organism, changing radically the way it interacts with its
niche, a process that is often referred to as “evolution in quantum leaps”. A
key aspect in the prediction of GlIs is that at the time of their integration
in the new host chromosome, their composition reflects mainly the

composition of the donor, rather than the host.

The first part of this thesis concerns the design, development and
implementation of a novel algorithm, that of the Interpolated Variable
Order Motifs, for the composition-based prediction of GIs. This algorithm
exploits compositional biases using variable order motif distributions and
captures more reliably the local composition of a sequence compared with
fixed order methods, overcoming the limitations of the latter.
Furthermore, for the optimal localization of the boundaries of each
predicted region, the Hidden Markov Model theory was implemented in a
change point detection framework, predicting more accurately the true

insertion point of candidate Gls.

In the second part of this thesis whole genome based comparative and
phylogenetic techniques were used to study the acquisition of horizontally
acquired genes in the Salmonella lineage in a time dependent manner.
The compositional amelioration process was modelled and the relative
time of acquisition of those genes was determined on different branches of

the S. enterica phylogenetic tree.

The aim of the third part of this thesis is to explicitly quantify and model
the contribution of genomic features to the GI structure, under a
probabilistic framework. A hypothesis free, bottom-up search was

implemented and identified approximately 700 genomic regions, including
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both GIs and randomly sampled regions from three different genera that
form my training dataset. A Machine Learning approach was used to

exploit the above dataset and study the structural variation of Gls.

The last part of this thesis focuses on the experimental validation of the in
silico predictions made on a newly sequenced bacterial genome. Applying a
PCR-based protocol, the presence and absence of the predicted candidate
islands was probed in seventeen unsequenced closely and distantly related
strains. The true borders of the predicted islands were confirmed by

sequencing across the boundary site in strains lacking the island.
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