CHAPTER 3

Materials and Methods

3.1 Working Conditions
Health and safety regulations were observed during all procedures undertaken.  A facemask was worn when weighing out hazardous material or dispensing volatile liquids.  Exposure to ultraviolet radiation was minimised by wearing a full-face visor and gloves.  All waste materials and media were autoclaved prior to disposal in accordance with Imperial College safety regulations.  Strict sterile techniques were practised when handling bacterial cultures and during biochemical experimental work.  

Radioactive isotopes where handled behind approved screens, wearing double gloves (disposable), goggles and a laboratory coat.  Working areas were monitored with a hand-held Geiger Müller counter and a personal exposure film-badge.  Radioactive waste was disposed of in accordance with Imperial College safety regulations.

Liquid nitrogen was always handled wearing protective gloves and a face visor or safety glasses.  Liquid ethane, which is highly explosive, was always used in a spark proof fume cupboard, whilst wearing a protective visor.  

Care was taken to avoid direct observation of the Class III laser beam during analysis of electron micrographs in the diffractometer.  Good health and safety regimes were practiced when using the computing resources to minimise the risk of repetitive strain injuries.  These included taking regular breaks, ensuring a good seating position and adequate surrounding working space.

3.2 General Biochemical Methods

The methods detailed below describe the purification of E, E70, (54 and 57-477(54.  The core enzyme (E) and holoenzyme (E) purification is based on Burgess et al [Burgess, 1975 #224], (54 and 57-477(54 purification is based the methods described in Gallegos and Buck [Gallegos, 1999 #289] and Cannon et al [Cannon, 1999 #238].

3.2.1 Growth media

All bacterial growth media were sterilised by autoclaving for 20 min at 120 oC.  The types of media used, and their composition per litre, are shown below in table 3.1.

	Media Type
	Composition
	Application

	Luria-Bertani (LB)
	10 g tryptone, 5 g yeast extract, 5 g NaCl, adjusted to pH 7.3 with 1M NaOH
	General

	Luria-Bertani Agar (LA)
	10 g tryptone, 5 g yeast extract, 5 g NaCl, 20 g agar, adjusted to pH 7.3 with 1M NaOH
	General

	2xYT Medium
	16 g tryptone, 10 g yeast extract, 10 g NaCl, adjusted to pH 7.3 with 1M NaOH 
	Protein Overexpression


 Table 3.1 – Growth media used for bacterial cultures.

The sterilised media were supplemented with the appropriate antibiotics (see table 3.2) to select for the bacterial strains/plasmid of interest and nutrients to enhance growth and expression.  Unless otherwise stated, inoculated agar plates and liquid media were incubated at 37 oC.  The liquid media was typically placed in a shaking incubator, shaking at 200 rpm.

	SUPPLIMENT
	Preparation of Stock
	GROWTH MEDIA Concentration

	Ampicillin
	200  mg in 1 ml of sterile water to make a stock solution at 200  mg/ml
	100 g/ml

	Kanamycin
	50  mg in 1 ml of sterile water, to make a 50  mg/ml stock solution
	50 g/ml

	Glutamine
	50  mg into 1ml of sterile water, to make a 50  mg/ml stock solution.
	50 g/ml


 Table 3.2 – List of growth media supplements and concentrations used.

3.2.2 General Laboratory Reagents and Solutions

Below is a list of solutions commonly used.

	Acrylamide (PAGE) Solution II:
	1.5 M Tris-HCl, pH 8.8, 0.3% (w/v) SDS

	Acrylamide (PAGE) Solution III:
	0.5 M Tris-HCl, pH 6.8, 0.4% (w/v) SDS

	Coomassie Blue Stain:
	0.5% (w/v) Coomassie blue, 50% (v/v) methanol, 7.5% (v/v) acetic acid

	De-stain:
	45% (v/v) methanol, 10% (v/v) acetic acid

	Laemmli Buffer x10:
	60 g Tris base, 280 g glycine, 20 g SDS (For 2L)

	TBE Buffer x10:
	540 g Tris base, 275 g boric acid, 200 ml 0.5M EDTA, pH 8.0 (For 2L)

	TE Buffer, pH 8.0:
	10 mM Tris-HCl, pH 8.0, 1 mM EDTA, pH 8.0

	Tris-glycine Buffer x10:
	30.3 g Tris base, 150 g glycine, pH 8.6. (For 1L)

	TGED, pH 8.0 (x1):
	10 mM Tris-HCl, pH 8.0, 0.1 mM EDTA, 5% (v/v) glycerol, 1 mM dithiothreitol (DTT).

	STA Buffer
	25 mM Tris-acetate, 8 mM magnesium acetate, 10 mM KCl, 1 mM DTT, 3.5% (w/v) polyethlyglycol (PEG), pH 8.0.


3.2.3 Bacterial Strains and Plasmids

All bacterial strains and plasmids used in this work are listed in tables 3.3 and 3.4 respectively.
Table 3.3 – List of bacterial strains used during these studies. 1- Expression means that the strain is a (DE3 lysogen, i.e. it carries the gene for T7 RNAp under lacUV5 control. It is therefore suited to expression from T7 promoters.

	Strain


	Genotype
	Application
	Reference

	Ec B834(DE3)
	F- ompT hsdSB(r-Bm-B) gal dcm met (DE3)
	General  Expression1 Host
	Novagen

	Ec TH1
	(rpoN2518 endA1 thi-1 hsdR17 supE44 (lacU169
	General  Expression Host
	Oguiza et al., 1997 [Oguiza, 1997 #398]



	Ec MRE600
	F-, RNase I deficient
	Wild type
	[Burgess, 1975 #224]

	Plasmid
	Background
	Application
	Antibiotic Resistance
	Reference

	pWVC93025
	pET7a
	wild-type Klebsiella pneumoniae (54 overexpression

	Amp
	Cannon et al, 1995 [Cannon, 1995 #236]

	pMB7.7:160
	pET7a
	K. pneumoniae (57-477 overexpression
	 Amp
	Cannon et al, 1995 [Cannon, 1995 #236]


Table 3.4 – List of plasmids used for the over-expression of the peptides studied.  The plasimid backgrounds and together with the antibiotic resistance conferred are described, as well as the peptides encoded.

3.2.4 General DNA Methods

3.2.4.1 Purification of Plasmid DNA

Plasmid DNA for transformation of competent cells (see 3.2.5.1) was obtained using the alkaline lysis method.  Typically, 2 ml of culture was grown overnight to saturation, pelleted and the supernatant discarded.  The pellet was then resuspended in 100 l of ice-cold lysis buffer A (50 mM glucose, 25 mM Tris-Cl, 10 mM EDTA).  Subsequently, 200 l of lysis solution B (0.2M NaOH, 1% SDS) was added to break open the cells.  Finally, 150 l of ice-cold lysis solution C (Stock of 5 M potassium acetate (60 ml), concentrated acetic acid (11.5 ml) and (28.5 ml) H2O) was used to precipitate the protein component.  The precipitate was removed by centrifugation.  An equal volume of phenol and chlorophorm was added to the lysis solution to improve the removal of the protein component.  This layer was then removed with a Gilson pipette.   Subsequently, the DNA was precipitated by the addition of ethanol.  The resulting mixture was stored at –20 oC for 30 min.  The DNA was pelleted by centrifugation, followed by removal of the ethanol by evaporation. The DNA was then resuspended in TE buffer and its contents analysed using agarose gel electrophoresis (see 3.2.4.3).

3.2.4.2 Restriction Analysis of Plasmid DNA

Restriction enzyme digests were carried out in a total reaction volume of 10 μl.  Typically, a reaction consisted of 5 μl of the plasmid DNA to be digested (prepared using the method described in section 3.2.4.1).  To this, 0.5 units of restriction enzyme (or enzymes) and 1 μl of reaction buffer was added with the remaining volume made up with sterile water.  The reaction was then incubated at 37 ˚C for 1 hour and the results analysed using agarose gel electrophoresis.  A negative control was also constructed containing all elements except the enzyme, to demonstrate the running of the complete plasmid.  The enzymes and buffers used were all from New England Biolabs.  Typically, 10 μl of reaction was mixed with 2μl of x6 agarose gel loading dye (10 mM Tris-HCl, pH 7.5, 50 mM EDTA, pH 8.0, 10% (v-v) glycerol, 0.4% (w/v) orange G).

3.2.4.3 Agarose Gel Electrophoresis

A 1% (w/v) agarose (Merck) gel prepared in x1 TBE buffer was used for all restriction digest analysis.  After loading the samples, the gel was run at 60 volts in x1 TBE for approximately 30 min.  Once finished, ethidium bromide (Sigma) was added at a final concentration of 10 μg/ml to allow visualisation of the DNA using a UV transilluminator.

3.2.5 Protein Purification
3.2.5.1 Preparation of Competent Cells

Competent cells were prepared for transformation by heat shock using the calcium chloride method.  A single colony was used to inoculate a primary culture of 5 ml of LB media containing the appropriate antibiotics and grown at 37 ˚C overnight to saturation.  This primary culture was then used to inoculate a further 100 ml of LB media, again supplemented with the appropriate antibiotics, and grown until the cells had reached mid-log phase (OD600nm of 0.5).  After such a time the cells were harvested by centrifugation at 4000 g for 10 min at 4 ˚C.  The supernatant was discarded and the cell pellet re-suspended in 25 ml of ice-cold calcium chloride solution (50 mM calcium chloride, 15% (v/v) glycerol) and left on ice for 10 min.  The cells were then harvested once again by centrifugation at 4000 g for 10 min at 4 ˚C.  The cell pellet was re-suspended in a further 25 ml of ice-cold calcium chloride solution and left on ice for 10 min.  At this point the cell suspension was centrifuged, as above, before being resuspended for the final time in 2 ml of the calcium chloride solution.  These competent cells were then stored in 100 μl aliquots at –80 ˚C.

3.2.5.2 Transformation of Competent Cells

For transformation of a bacterial strain, typically 100 μl of competent cells were mixed, on ice, with 5 μl of plasmid DNA for 40 min.  The cells were heat shocked at 42 ˚C for 2 min before being transferred back to ice for a further 5 min.  After such time, 1 ml of LB media was added to the cells, which were then incubated at 37 ˚C for an hour, before plating 200 μl of the cell culture onto a LA plate containing the appropriate antibiotics.  The plates were then incubated at 37 ˚C for 12-16 hours.  

3.2.5.3 Protein Overexpression

The Expression System

The pET system. The pET (plasmid for expression by T7 DNA-dependent RNAp) (Novagen) contains a T7 promoter site which is recognised by the bacteriophage T7 DNA dependent RNAp with high affinity. The multiple cloning sites in all three reading frames into which the target DNA can be inserted, is directly under the control of the T7 promoter. The pET7a plasmid has an AmpR gene, conferring ampicillin resistance to the transformed bacterial cell.  The antibiotic resistance is used to select transformed colonies of Ec expression strains on agar plates containing ampicillin.  

Induction and overexpression of target protein from the pET plasmids occurs as follows: transcription from the lac promoter is controlled by the lac repressor, the product of the lacI gene. In the absence of the inducer, IPTG, the lac repressor inhibits transcription from the lac promoter by binding to the operator site, thereby preventing the binding of RNAp molecules to the promoter region, thus transcription of the lac genes does not occur. However, there remains a low basal level of transcription from the lac promoter, due to the dynamic equilibrium, which exists between the bound and unbound forms of repressor molecules (hence the operator site is not always occupied by the lac repressor). 

In the presence of IPTG, the conformation of the repressor protein is altered such that it is incapable of binding to the operator region. As a consequence, transcription of the lac genes will increase several fold. The T7 DNA dependent RNAp is under the control of the lac repressible lacUV5 promoter. The lacUV5 promoter contains a mutation within the consensus region of the promoter that increases promoter strength, and therefore is used in preference to the wild-type lac promoter. In the presence of IPTG, high-level expression of the T7 RNAp consequently results in the overexpression of the target protein from its pET7a plasmid.  

3.2.5.4 Ec MRE600 Growth Protocol
The production of E and E70 was not achieved using an expression system.   Instead, a specific strain of Ec was used, the MRE600 strain.  To achieve a good yield of polymerase, the MRE600 cells were grown to mid-log phase in a 200 L fermentation, courtesy of Dr John Drumond at the John Innes Centre Norwich.  The cells were grown in LB, at 37 oC, with constant agitation to maintain an aerobic growing environment. The cells were harvested and immediately flash frozen in liquid nitrogen.   

3.2.5.5 Isolation of RNAp from the Cell Extracts

From the fermentation harvest, 250 g of the frozen cells were taken and resuspended in a lysis buffer solution (TGED containing 200 mM NaCl) containing a cocktail-tablet (1 tablet / 50 ml of lysis buffer solution) of protease inhibitors (consisting of pancreas extract (0.015  mg/ml), pronase (0.0015  mg/ml), thermolysin (0.0008  mg/ml), chymotrypsin (0.0015  mg/ml), trypsin (0.0002  mg/ml) and papain (1  mg/ml); Boehringer Mannhein). The cells were lysed using a French press. Cell lysis is achieved in this system by placing the cell sample under high pressure (1400 kg/cm3) followed by a sudden release into atmospheric pressure. The rapid change in pressure causes the cells to burst. The lysate (L) was sampled for later use in SDS polyacrylamide gel electrophoresis (PAGE) analysis, before being centrifuged at 4 °C for 45 min at 18000 g. The supernatant (S1) was collected in a fresh tube and stored at 4 °C. The pellet (P1) was then resuspended in lysis buffer, sampled for SDS-PAGE analysis and centrifuged at 4 °C for 45 min at 18000 g. The resulting supernatant (S2) was collected in a fresh tube and stored at 4 °C. The pellet (P2) was resuspended in lysis buffer and sampled for PAGE analysis. All samples were subjected to PAGE analysis to determine the presence of the RNAp.  

The RNAp was predominantly found in the S1 phase and was subsequently treated with polymin P (polyethylenemine).  This is a critical purification step. Polymin P selectively precipitates DNA, RNA, proteins bound to DNA or RNA and acidic proteins and is a stoichometric titration, so the same amount of polymin P is required to precipitate a given amount of DNA/RNA/protein and is independent of concentration.  Furthermore, the complex of DNA/RNA/protein and polymin P is salt dependent, a feature that was utilised to further remove unwanted contaminants.  RNAp is known to be displaced from the DNA at about 0.7 M NaCl [Burgess, 1975 #224], so polymin P was first added to S1, to a final concentration of 0.35%.  The resulting mixture is then stirred for 30 min.  The precipitate is then pelleted by centrifugation at 18,000 g for 30 min at 4 ˚C.  The supernatant is discarded and the pellet is resuspended in TGED containing 400 mM NaCl, a step that selectively solublises many of the unwanted contaminants.  The resulting suspension is centrifuged as before.  The supernatant is again discarded and the precipitate is resuspended in TGED containing 1 M NaCl.  The 1 M NaCl displaces RNAp (and other proteins) from the polymin P, whilst other contaminating proteins and the nucleic acids remain bound to polymin P.  As the polymin P remains in solution after displacement by the salt, the solublised proteins need to be removed from the solublised polymin P.   The soluble proteins are removed by first removing any insoluble material by centrifugation as before, followed by ammonium sulphate precipitation. Ammonium sulphate was added to a final concentration of 50% over a 30 min period to the supernatant, whilst at 4˚C.  After centrifugation of the resulting mixture at 18,000 g for 40 min at 4˚C, the polymin P is found in the soluble fraction and the ammonium sulphate precipitated proteins are located in the pellet.  The pellet was then re-suspended in TGED containing 200 mM NaCl and dialysed against this buffer for 12 hours to remove the ammonium sulphate.  The sample was now ready to run on an ion exchange column (see 3.2.5.8).

3.2.5.6 Expression Protocol and Product Isolation of Over-Expressed Proteins
Colonies from freshly (overnight) transformed plates were used to inoculate 2x YT media containing the appropriate antibiotics. Typically, 50 colonies were used to inoculate 1 L of media. The cells were pre-grown in a 37 °C shaking incubator for 2-3 hours until the culture reached mid-log phase (OD600 nm of 0.5). The cells were then shifted to a 25 °C shaking incubator and the culture cooled for 30 min. The cells were then induced with 1 mM IPTG and left to grow for a further 4 hours. Finally, the cells were harvested at 4°C by centrifugation at 10000 g for 10 min and the pellet resuspended in a lysis buffer solution containing a protease cocktail-tablet.  The lysis buffer was as described above, but contained only 50 mM NaCl. The cells were lysed using a French press and the lysate (L), was fractionated into S1, P1, S2 and P2 as described above.  The overexpressed protein ((54 or 57-477(54) was found predominantly in the S1 fraction.  Streptomycin sulphate precipitation was used to remove the DNA from the sample.  Streptomycin sulphate was added to a final concentration of 50%, which precipitates out the protein but not the nucleic acid.  The resulting suspension was centrifuged at 18,000 g for 40 min at 4 ˚C.  The pellet was resuspended in TGED containing 200 ml NaCl and dialysed overnight into the same buffer to remove the streptomycin sulphate. Finally, ammonium sulphate was added to the sample to a final concentration of 70% over a 30 min period, whilst at 4 ˚C.   The sample was then centrifuged at 18000 g for 40 min at 4 ˚C.  The pellet was then re-suspended in TGED containing 75 mM NaCl and dialysed against this buffer for 12 hours to remove the ammonium sulphate.  The sample was then ready to run on an ion exchange column (see 3.2.5.8).

3.2.5.7 SDS Polyacrylamide Gel Electrophoresis (SDS-PAGE)
	Component
	5%
	7.5%
	10%
	12.5%
	15%
	20%

	Acrylamide
	1.7 ml
	2.5 ml
	3.25 ml
	4.1 ml
	5.0 ml
	6.7 ml

	Acrylamide Solution 2
	2.7 ml
	2.5 ml
	2.5 ml
	2.5 ml
	2.5 ml
	2.5 ml

	Water
	5.7 ml
	5.0 ml
	4.2 ml
	3.4 ml
	2.5 ml
	0.8 ml

	10% (w/v) APS
	100 µl
	100 µl
	100 µl
	100 µl
	100 µl
	100 µl

	TEMED
	10 µl
	10 µl
	10 µl
	10 µl
	10 µl
	10 µl


All protein samples were analysed by SDS-PAGE using the BioRad mini-protean gel II system. The percentage of gel chosen for SDS-PAGE analysis depends on the molecular weight of the protein of interest. Tables 3.5 and 3.6 summarise the composition of the SDS gels used in this study.

 Table 3.5 Compositions of the 2x SDS-PAGE separating gel and different percentages used.
	Component
	Volume to add

	Acrylamide
	0.75 ml

	Acrylamide Solution 3
	1.25 ml

	Water
	3.0 ml

	10% (w/v) APS
	50 µl

	TEMED
	5 µl


Table 3.6 - Compositions of the 2x SDS-PAGE stacking gel.

In preparation for loading the protein samples onto the SDS-gel, the samples were mixed with 2x SDS sample buffer (Sigma), heated at 95 °C for 5 min and microcentrifuged at full speed for 10 min. The gels were run at 200V in x1 Lamaelli running buffer and stained with Coomassie blue stain (minimum sensitivity: 30ng protein).  All gels were run with the molecular weight markers 17S, 7L and 6H (sigma), see table 3.7.  

	Name
	Molecular Weight of Markers (Da)

	17S
	16,950
	14,440
	10,600
	8,160
	6,210
	3,460
	2,520

	7L
	66,000
	45,000
	36,000
	29,000
	24,000
	20,100
	14,200

	6H
	205,000
	116,000
	97,400
	66,000
	45,000
	29,000
	


Table 3.7 - Size of molecular weight markers, all values are in Daltons.

3.2.5.8 Protein Chromatography and Purification

All proteins purified for this work and the purification methodologies applied are listed in table 3.8. A detail description of the purification method is given below. 

	CHAPTER(S)


	Protein


	Plasmid
	Purification Step 1
	Purification Step 2
	Purification Step 3

	4,5 & 6
	E
	-
	Q-sepahrose
	Hep
	BioRex70

	5
	wt (54
	pWVC93025
	Q-sepahrose
	Hep
	Mono-Q

	5
	57-477(54
	pMB7.7:160
	Q-sepahrose
	Hep
	Mono-Q

	6
	E(70 
	-
	Q-sepahrose
	Hep
	BioRex70


Table 3.8 List of proteins used in this work. The PspF(HTH used in assays and chapter 7 was purified by Ramesh Wigneshweraraj.  Only the proteins purified by myself are discussed.  Q-sepharose anion exchange column; Hep (Heparin affinity column); and Mono-Q (Mono Q ion exchange column) were bought from Pharmacia.  BioRex-70 cation exchange column was from BioRad.

Q-sepharose Chromatography
Principle: Q-sepharose is an anion ion-exchange (IEX) chromatography.  All IEX chromatography methods separate proteins on the basis of their electrostatic charge. Solvent exposed charged groups on the protein interact with oppositely charged groups immobilised on the IEX medium (solid phase).   In the case of the Q-sepharose column, the solid phase IEX medium consists of functional groups that have a positive charge (cationic).  This medium is therefore used for separating negatively charged proteins.  Binding of proteins to the IEX medium occurs when the salt concentration, or cationic strength, of the mobile phase is sufficiently low to allow the target molecules to act as counter ions (anions) for the cations on the solid phase.  Elution of the bound target protein occurs at such a time when the ionic strength of the mobile phase counter-ions are at sufficient strength to displace the bound protein molecule, releasing the protein back into the mobile phase.  Once back in the mobile phase, the salt molecules co-ions (in the case of Q-sepharose the cation) bind to the charged groups of the target protein, preventing the target molecule from re-attaching to the solid phase, hence elution occurs.  Thus, in Q-sepharose, elution of the target protein occurs when the Cl- ions (counter-ions) bind to the IEX medium, and the Na+ ions (co-ions) bind to the protein.

Protocol. For Q-sepharose IEX chromatography the protein solution was dialysed into buffer AQ-seph (20 mM Imidazole, 200 mM NaCl, 1 mM DTT, 0.1 mM EDTA, 5% (v/v) glycerol, pH 7, filter sterilised).  Prior to the chromatography, the protein solution was centrifuged at 18000 g for 45 min at 4°C and loaded (at a flow rate of 1 ml/min) onto a 10 ml Q-sephrose column (Pharmacia)  previously equilibrated with 5 column volumes (CV) of buffer A, 5 CV of buffer BQ-seph (same as buffer AQ-seph, but with final concentration of 1M NaCl) and 10 CV of buffer AQ-seph. The flow-through (FT) during the loading phase was collected and the column was washed with 5 CV of buffer AQ-seph. The washes were collected as 20 ml fractions. The protein was eluted with a stepped NaCl gradient (shown in table 3.9) at a rate of 2 ml/min. Elution fractions of 5 ml were collected and analysed by SDS-PAGE for the presence of the target protein.

	% Buffer B at Start
	% Buffer B at end
	Elution Volume (No. of Column Volumes)

	0
	5
	2

	5
	35
	70

	35
	50
	8

	50
	100
	8


Table 3.9 - Q-sephrose IEX column chromatography gradient used for elution.  The column used was a 10ml coloumn.
Heparin Column Chromatography

Principle. Heparin is used as a high capacity cation exchanger, due to the solid IEX medium containing large numbers of anionic sulphate groups. For the elution of bound target molecules a salt gradient is used, as described above for the Q-sepharose IEX chromatography, except, the role of the two ions is reversed, with Na+ ions acting as the counter ions and Cl- ions acting as the co-ions and thus binding to the target protein.

Protocol. For heparin chromatography the protein solution was dialysed into buffer AHEP (10 mM Tris-Cl, 200 mM NaCl, 0.1 mM EDTA, 5% (v/v) glycerol, 1 mM DTT, 10 mM MgCl2, pH 8)‍‍‍. The dialysate was centrifuged at 18,000 g for 45 min at 4°C and loaded (at a flow rate of 1 ml/min) onto a 5 ml heparin column previously equilibrated same before. The FT was collected and the column was washed with 10CV of buffer AHEP. The washes were collected as 2 ml fractions. The protein was eluted with a three step NaCl gradient.  The salt gradient was as follows; first, 0% to 20% buffer BHEP over 5 CV, followed by 20% to 70% buffer BHEP over 50 CV, finally 70% to 100% buffer BHEP over 5 CV, all at a rate of 1 ml/min. Elution fractions of 1 ml were collected and analysed by SDS-PAGE. 
Mono Q IEX Chromatography
Principle. Mono Q, like Q-sepharose is an anionic IEX chromatography method. Mono Q is a strong anionic exchanger based on a beaded hydrophilic resin with a very narrow particle size distribution, designed for high resolution. A quaternary amine group, -CH2N+(CH3)3, is attached to the resin, which binds positively charged molecules. As with Q-sepahrose chromatography, elution of the target molecule occurs when the Cl- ions (counter-ions) bind to the Mono Q matrix, and Na+ ions (co-ions) bind to the protein, thereby displacing the protein from the matrix. 

Protocol. Before Mono Q chromatography the protein sample was dialysed into buffer AMonoQ (10 mM Tris-Cl, 50 mM NaCl, 0.1 mM EDTA, 5 % (v/v) glycerol, 1 mM DTT, pH 7, filter sterilised). The centrifuged protein solution (18000 g for 45 min at 4 oC) was loaded at a flow rate of 1 ml/min onto a 1 ml Mono Q column (Pharmacia).  This column was equilibrated with 5CV of buffer AMonoQ, 5CV buffer BMonoQ (same as buffer AMonoQ, but with 1 M NaCl), and 10CV of buffer AMonoQ. The FT was collected and the column was washed with 5CV of buffer AMonoQ. The washes were collected as 5 ml fractions. The protein was eluted with a linear NaCl gradient of 0% to 100% buffer BMonoQ over 40 CV, at a rate of 1 ml/min. Elution fractions of 1 ml were collected and analysed by SDS-PAGE.  During purification of 54 proteins, the salt concentration was decreased to 50 mM NaCl.

BioRex-70 Column Chromatography

Principle. BioRex-70 is a cation exchanger, specifically used for the separation of E and E70 forms of the RNAp [Burgess, 1975 #224]. The elution of bound target molecules occurs by a salt gradient, as described above for Heparin chromatography.  

Protocol. For BioRex-70 chromatography the protein solution was buffer exchanged (dialysed) into buffer A (10 mM Tris-Cl, 200 mM NaCl, 0.1 mM EDTA, 5% (v/v) glycerol, 1 mM DTT, pH 8, filter sterilised). The dialysate was centrifuged at 18000 g for 45 min at 4 °C and loaded (at a flow rate of 0.2 ml/minute) onto a 3 ml column containing BioRad BioRex-70 resin, previously equilibrated.  The FT was collected and the column was washed with 10CV of buffer A. The FT and washes, which contained the E70 form of RNAp were collected as 0.5 ml fractions. The protein was eluted with a NaCl gradient of 0% to 50% buffer B over 40 CV, at a rate of 1 ml/minute. Elution fractions of 1 ml were collected and analysed by SDS-PAGE. 
3.2.6 Protein Handling & Storage 

All purified proteins, after concentration determination and complex formation with other proteins (where appropriate), were immediately vitrified on holey carbon grids (see section 3.3.1.1), ready for cryo-EM analysis.  Excess protein was stored for activity analyses.  In such storage cases, the E, E70, 54 and 54(57-477) were buffer exchanged into storage buffers (10 mM Tris-HCl, 0.1 mM EDTA, 1 mM DTT, 50%(v/v) glycerol, pH 7, then 200 mM NaCl for the RNAp complexes and  50 mM NaCl for the 54 proteins)  at 4 °C. Subsequently, 10l aliquots of the protein solutions were flash frozen in liquid nitrogen and stored at –80°C. 

3.2.7 Measuring Protein Concentration by the Bradford Assay

The protein concentration of the protein samples was estimated using the Bradford assay technique.  This method is a rapid and reliable dye-based assay for determining protein content in solution. Prior to measuring the concentration of the target protein, a standard curve is produced using a protein of known varying concentrations.  Bovine serum albumin (BSA), the most commonly used standard protein, was used.  The standard curve is essential for the quantitative assessment of protein concentration.  The absorbance values for the increasing range of BSA concentrations (1.0 µg/ml to 10 µg/µl) were used to generate the standard curve by plotting the absorbance (at 595 nm) values against BSA concentration. Repeating the dye-based assays and comparing the absorbance readings to the standard curve allowed the estimation of the protein concentrations of the purified RNAp samples.  In all cases, ranges of dilutions were made for each of the RNAp samples and those giving readings equivalent to between 5-700 µg/ml, were used to calculate the mean concentration of each RNAp sample.

3.2.8 Verification of the RNAp Composition, Purity and Yield

The purity, presence and integrity of ,  and ' subunits were verified by SDS-PAGE analysis.  The purified Ec E and E70 samples were compared to a commercially available sample (Epicentre Technologies) and these were used as standards to test the stochiometry of the purified complexes by running equivalent protein amounts of commercially available RNAp next to the newly purified samples. The protein samples were estimated to be ~99% pure.

Jorg Schumacher verified the presence of the -subunit in both the core enzyme and E70.  Briefly, the -subunit was isolated using low percentage SDS-PAGE analysis.  The protein gel band believed to correspond to the -subunit was then cut out from the SDS-gel.  The denatured protein contained within this band was then recovered by depolymerising the gel followed by centrifugation.  The recovered protein was then N-terminally sequenced to verify the identity of the protein.  Finally the total amount of purified protein recovered from each cell culture was estimated as a percentage of the total protein to give the yield (see table 3.10).  

	PROTEIN
	YIELD (%)

	E
	0.36

	E(70 
	0.58

	(54
	0.07

	57-477(54
	0.02


Table 3.10 – The percentage yield of each protein after the purification process.

3.2.9 Core RNAp Binding Assays

Native gel holoenzyme assembly assays were used to detect complexes forming between E and (54 based on the different mobility of free core RNAp versus E(54. Reactions were carried out in a Tris-based buffer (40 mM Tris-HCl, 0.1 mM EDTA, 1 mM DTT, 100 mM NaCl, 10% (v/v), pH 8). Ec core RNAp  (400 nM) and differing amounts of the (54 protein were mixed together and incubated at 30 °C for 10 min in a total reaction volume of 10 µl.   The reactions were stopped by the addition of 5x native loading dye (STA buffer with 50% glycerol and 0.05% (w/v) bromophenol blue). Samples were loaded onto a 4.5% native polyacrylamide Bio-Rad Mini-Protean II gel and run at 50V for 2 hours at room temperature in x1 Tris-glycine buffer. Complexes were visualised by Coomassie blue staining. This assay was repeated for 57-477(54.  Similar reactions were used to generate the holoenzymes for cryo-EM (see table 3.10).

	Protein
	Ratio to E
	Final Protein Concentration

	(54
	1:2
	0.3  mg/ml

	57-477(54
	1:2
	0.3  mg/ml


Table 3.9 – Stochiometry of complexes used for the cryo-EM sample preparation and the final protein concentrations.
3.2.10 DNA Binding Assays

Principle: Gel mobility shift assays were performed to ensure that the RNAp samples maintained their DNA binding activity, DNA binding assays were carried out. A 32P end-labelled double-stranded DNA fragment consisting of the –60 to +28 S. meliloti nifH promoter sequence was used as a template for the gel mobility shift assays (see below). 

Size purified oligonucleotides (supplied from Sigma Genosys) were kinased with [(-32P]ATP. For preparing the labelled double stranded DNA, unlabelled complementary strands to the labelled strands were heated at 95 °C for 3 min in TM buffer (10 mM Tris-HCl, 10 mM MgCl2, pH 8) and then chilled rapidly in iced water for 5 min to allow duplex formation (unlabelled strand present in a twofold molar excess 10 pmoles in 20 µl). The DNA duplex was then stored at –20 °C.  

The 10 µl binding reaction consisted of 16 nM DNA and 100 nM holoenzyme in STA buffer.  These reactions were incubated at 30 °C for 10 min. Unbound DNA was separated from holoenzyme/(54 bound DNA on 4.5% polyacrylamide gels run in x1 Tris-glycine buffer. The gel was run at 60 V for 80 min and complexes were visualised and quantified by phospho-imager analysis.

3.2.11 Core Enzyme Catalytic Activity
Principle: The catalytic activity of the E was determined by its ability to bind in a non-specific manner to and transcribe from a poly (dA-dT) template (from Sigma). The results are analysed by thin layer chromatography (TLC). The poly-nucleic acids are bound at the point of application to the polyethyleneimine-cellulose TLC plate, while un-incorporated nucleic acids are separated away at the solvent front during the chromatography.

The core enzyme catalytic activity assay used was based on the method described by Borukhov and Goldfarb [Borukhov, 1996 #648].  Briefly, the reaction mixture contains 3.4 l of ATP (30  mg/ml), 40 l of poly(dA-dT) (0.5  mg/ml), 4.5 l of DTT (0.1 M), 390.1 l of H2O, and 562 ul of master mix.  The master mix was composed of 5 ml of 1 M Tris-HCl (pH 8.0), 0.125 ml of 0.1M EDTA, 0.5 ml of 1 M MgCl2, 0.5 ml of 0.1 M KPO4, 62.5 g of BSA and 35 ml of H2O. 

The poly(dA-dT) transcription reactions (10 µl final volume) were performed with a range of E concentrations, (250 nM, 25 nM and 2.5  nM), to which 2 g/ml, and each reaction then left for a further 10 min.  After such time, the reactions were moved to 4 oC to stop further UTP incorporation.  After the reactions were stopped the transcript products were analysed by spotting 2l of each reaction mixture on a strip of polyethyleneimine-cellulose TLC plate, 8 mm from the bottom.  Once the spots had dried the bottom 5 mm of the plate was immersed in 2 M HCl and left until the HCl had chromatographed to the top of the plate.  These plates were then analysed and quantified by a phosophimager.  The purified Ec E catalytic activity was compared to the commercially available Ec E from Epicentre Technologies, which was used as a control.-P32-UTP was added.  After 10 min, unlabelled UTP was added in excess, 50 Ci of 
3.2.12 Transcription Assays

The E54 and E57-47754 were assayed to determine their ability to initiate transcription.  The template used was the supercoiled plasmid pMKC28, which contains the S. meliloti nifH promoter [Chaney, 1999 #245]. Transcription reactions (10 µl final volume) were performed in STA buffer containing 100 nM holoenzyme (unless otherwise stated, which corresponds to a ratio of 1 E molecule to 6 (54 molecules), 10 nM supercoiled plasmid template, 50 µg/ml BSA, 10 units of RNasin (Promega) and 4 mM ATP and 4 µM PspF(HTH. The reaction mixture was incubated for a further 15 min at 30 °C to allow initiated complexes to form. The remaining NTPs (100 nM), 3 µCi of (-32P UTP and heparin (100 µg/ml) were added and incubation continued for a further 15 min at 30°C. 4 µl of x3 formamide loading buffer (3 mg xylene cyanol, 3 mg bromophenol blue, 0.8 ml of 250 mM EDTA in 10 ml of deionised formamide) was added to stop the reaction. 7 µl of the samples loaded onto denaturing 6% sequencing gels. The dried gel was analysed and transcripts were quantified by phosphoimager analysis.  The E70 transcription activity was assayed as above, except that a pFC50 plasmid containing the Ec wild-type and mutant glnHp1 promoter were used as a template [Claverie-Martin, 1991 #659] and the activator (PspF(HTH) was omitted. 

3.2.13 PspF(HTH Trapping

Purified His6-PspF(HTH forms a stable, highly ordered complex in the presence of AlCl3, NaF and ADP, which form an ADP/ATP transition complex [Chaney, 2001 #558].  A 20 µl reaction mixture containing 3 mg/ml PspF(HTH, trapping buffer (25 mM Tris-acetate, pH 8, 8 mM MgAc, 10 mM KCl ,1 mM DTT) was incubated at 25 oC for 5 min.  After incubation AlCl3, NaF and ADP were added and the resulting mixture microcentrifuged at full speed for 10 min.  The reaction was left at 25 oC for a further 10 min, before applying the supernatant to a holey carbon grid.

3.3 Electron Microscopy

There are three main methods employed to study protein structure; X-ray crystallography, nuclear magnetic resonance (NMR) spectroscopy, and cryo-electron microscopy (cryo-EM).  Each of these methodologies have their own advantages and disadvantages.  X-ray crystallography has been used to analyse a wide range of biological specimens, from short engineered peptides to large complex assemblies such as the ribosome and viruses. The major disadvantage of this technique is the need to have highly ordered crystals.  Crystallisation procedures usually require large quantities of sample, which are normally produced by purifying an overexpressed protein.  Many proteins cannot be overexpressed in a native state using standard expression systems.  Having obtained the appropriate quantity of protein, the sample must be stable for long enough to allow crystal growth. Finally, the appropriate crystallisation conditions have to be found that provide homogenous crystals.   However, once good, well ordered crystals have been achieved, high resolution structural information (better than 3.5Å) is available that allow the unambiguous positioning of amino acids.  X-ray crystallography represents the most common method of protein structure determination.  NMR allows the study of molecules up to about ~40kDa (which is its main disadvantage), requiring relatively small quantities of protein compared with X-ray crystallography.  One of the largest protein structures determined by NMR is the maltodextrin binding protein [Mueller, 2000 #731]. Data collection is performed over a period of hours, and protein must be soluble and its motion must be unconstrained. The NMR methodology can also be used to studied protein dynamics and protein-protein interactions. However, NMR does require a homogenous population of molecules in a single state and only produces an average model.  Very flexible proteins or regions of proteins lead to poor average models, but generally reliable high-resolution structures are produced.  Finally, Cryo-EM is a relatively new tool that can be used to study biological specimens. Note, the term Cryo-EM encompasses three quite different structure determination methodologies depending on the order of the specimen; 2D-crystals, 1D helical arrays or single particles. For example, samples of bactiorhodopsin have been studied as 2D crystals revealing structural information to 5Å [Rhee, 2002 #733; Kunji, 2000 #734].  The method of studying membrane bound proteins by 2D electron crystallography is very common as the sample is already constrained in 2D by the membrane lipids, which are typically dialysed out to produce 2D crystals [Hankamer, 1997 #747].  However, 2D crystals have the same problem with their production as 3D crystals and they lack the third dimension. Also, 1D helical arrays/crystals have been studied using cryo-EM [Jontes, 1997 #735].   Most significantly, cryo-EM can be used to study samples without the need to crystallise them (single particle analysis, the technique use herein).  Furthermore, only a few microlitres of sample, at a relatively low concentration is required (~1 mg/ml, compared to crystallography that typically requires a few millilitres of sample in the region of 10mg/ml). Single particles in solution are randomly orientated and it is these random orientations that are utilised to reconstruction the structure. Some molecules have symmetry, for example an icosahedral virus has the 532 point group symmetry, whilst others samples are asymmetrical.  The order of symmetry leads to a reduction in the size of the dataset required.  Cryo-EM and single particle analysis has been used to study molecules that are only several hundred kilodaltons [Orlova, 2000 #748; Akiba, 1996 #573] (the latrotoxin dimer is ~250 kDa in size) to macromolecular assemblies that are megadaltons (for example the Herpes virus is 200 MDa [Zhou, 2000 #740]).  Another advantage is that cryo-EM and single particle analysis is adaptable to studying dynamic mechanisms and/or mixed populations of molecules [Orlova, 2000 #748].  

The combination of information from all three-techniques of structure determination (X-ray crystallography, NMR and cryo-EM) allows the study of large complexes at medium to high resolution.  Work by Ho et al, indicate that large macromolecular complexes are the norm [Ho, 2002 #730]. Understanding the interactions of individual proteins within these very large complexes is one of the fundamental goals of the post-genomic era, with cryo-EM becoming increasingly important [Baumeister, 2000 #746].

Transmission Electron Microscopes (TEM)
A TEM is comprised of the following basic components: an electron source, an evacuated column, a series of condensing and magnifying lenses, a specimen holder and a camera and/or viewing screen.  At the top of the column there exists a means of generating electrons, the electron gun. The standard electron source is a tungsten filament.  Recently, a new type of the electron source has been developed that produces a more coherent electron source [Chiu, 1997 #627; Mancini, 1997 #632], called a field emission gun (FEG).  In the FEG system, the coherent electron source is derived from applying a high electric field through a fine platinum wire that heats the wire to produce electrons. The emitted electrons are then accelerated through a potential difference, typically 200 kV.   To maintain this coherent beam, the column is under a high vacuum (vacuum of 10-3 Pa, maintained by pumps).   In a typical TEM there is a vertical column containing six electro-magnetic lenses; two condenser lenses that are used for focusing the electrons onto the specimen, two objective lenses used  for magnification and two projector lenses used for projecting the image onto a plate camera, charge couple device (CCD) or a phosphorous screen.  All of these lenses govern the direction and motion of the electron beam, due to the lenses being electromagnetic-coils. Altering the magnitude of the current flowing in the coils varies the strength of the magnetic field, hence the direction of the electrons, so that the image of the specimen can be focused and magnified.

As the electrons pass through the column the condenser lenses change the trajectory of the electrons so that they focused on the specimen.  After passing through the specimen, the objective aperture removes widely scattered electrons, while the remaining electrons are focused onto the image plate or CCD camera by the projector lens.  In the former case the film is developed as micrographs, which can then undergo image analysis and processing.
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Figure 3.1 - left, a schematic diagram of a TEM showing location of the FEG and electromagnetic lenses. Right,  electron diffraction and image formation in the TEM.  1 - Transmission function, 2 - diffraction pattern, 3 -contrast transfer function, and 4 - Image amplitude (microscope schematic take from the Philips CM-200 user handbook).  

Wavelengths and Resolutions 
An important concept of using a TEM is the maximum resolution attainable. The Abbe equation (1) allows the calculation of the minimum resolvable separation (d) of an object.


d = 0.61 (/A   



(equation 1)

( -  wavelength of the illuminant

A - size aperture of the lens used to view the object
The speed of the electrons is directly proportional to the accelerating voltage (() and thus the wavelength for the electrons can be presented by the formula (based on the de Broglie equation, 1924):

(=h/(2me()1/2 


(equation 2)

h - Planck's constant

m - Electron mass

e - Charge of the electron

(​ - Accelerating voltage
Thus, for an accelerating voltage of 200 kV the maximum attainable resolution for the microscope is 1.4 Å.  However, to achieve such a resolution for biological samples is very difficult, as the nature of the sample does not lend it to the imaging conditions (see below).

3.3.1 Sample Preparation

Unfortunately, TEM does not allow the direct observation of biological samples in their native aqueous environment, as an unstained/unprotected specimen would be destroyed (and vaporise) within fractions of seconds due to radiation damage.  Radiation damage is not a single process, with its effects affected by the specimen chemistry, electron energy, specimen temperature and total electron dose [Conway, 1993 #253].  During the process of the beam interacting with the specimen, electrons can be scattered either elastically (deflected) or inelastically (pass through the specimen, losing energy).  Radiation damage is primarily caused by inelastically scattered electrons, which impart energy into the sample, resulting in heating of the specimen.  Secondary effects of electron energy loss include radiolytic mechanisms.  Finally, the physical vacuum within the column would result in a liquid sample being sucked out of the column.  Therefore it is necessary to immobilise and protect the sample.

A common method of protecting the sample is the use of negative staining.  Negative stains, such as uranyl acetate, form a metal cast around the sample (with details up to ~10Å preserved) [Harris, 1997 #752].  Under careful imaging conditions the biological sample within the cast can still be analysed. However, damage is caused during conventional negative stain procedures due to drying, adsorption of the sample onto the support film and by the staining medium [Baker, 1999 #736; Saibil, 2000 #640].  Nevertheless, negative staining procedures form an important role in the study of biological specimens.  Indeed, a combination of cryo-techniques (described below) and negative stain using a holey carbon support film have been applied to samples to provide enhance contrast that is free from drying and adsorption artefacts.  An excellent example of where such a technique was applied is keyhole limpet hemocyanin 1, where ammonium molybdate and glucose were used as a high-contrast embedding material [Orlova, 1997 #741].  

The study of unstained fully hydrated thin film specimens in vitreous ice using TEM began in the 1970s [Taylor, 1974 #738].  Taylor and Glaeser (1974) demonstrated that freezing catalase crystals could preserve information up to 3Å resolution.  However, freezing approaches did not become routine for non-crystalline samples until Dubochet discovered the method of freezing a sample in a thin film in the early 1980s [Dubochet, 1988 #97].  Dubochet and co-workers developed a method of cooling water so quickly that if forms a vitreous solid (glass like) without the nucleation of disruptive ice crystals.   The vitreous ice immobilises the sample and cold temperature slows the radiation damage [Dubochet, 1988 #97].   
When the sample is held at near liquid nitrogen temperatures within the microscope, structural features in the range of 10 to 40 Å are unaffected by electron doses in the 10-20 e-/ Å2 range [Conway, 1993 #253].  This is 5 to 10 times more than if the sample were held at room temperature [Unwin, 1975 #636].  However, a higher dose directly leads to proportionally higher signal-to-noise ratios (SNRs) in the electron micrographs. However, for the tolerable levels of electron exposure (5-20 electrons/Å2) the images are extremely noisy. The SNR differs at different spatial frequencies. At higher spatial frequencies (small details) the SNR is close to one, whereas low spatial frequencies the SNR is less than one. To overcome this inherent noise problem in electron microscopy of biological macromolecules one is forced to image a large number of molecules, under "low-dose" conditions, and then to apply some form of averaging to improve the data (the image processing, see section 3.4).  The methods used for the cryo-EM of the transcription complexes are described below.

3.3.1.1 The Support Film - Holey Carbon Grids 
Principle: The specimen layer needs to be very thin for two reasons: to produce a monolayer of the sample and due to the poor penetrating power of the electrons. However, the production of a thin film of water is opposite to water’s tendency to minimize the surface-to-volume ratio (due to high surface tension).  Thus, to achieve a thin specimen layer, a thin carbon (50-200 nm) support film, perforated with holes, is used. The carbon film is suspended on a standard EM grid (a copper square mesh, ~5mm in diameter).  The carbon film must be clean and hydrophilic to prevent contamination and promote adherence of the sample to the grid  

Protocol: Glass slides were cleaned in acetone, air-dried and immersed in a 0.5% aqueous solution of Osvan (Alkylbenzyldimethyl-ammoniumchloride) for 30 min, rendering the slide hydrophobic. The slide was then rinsed in distilled water and air-dried again.  Subsequently, the slide was placed onto a pre-cooled metal block (–20 oC) for 15-20 seconds, which results in the condensation of tiny water droplets onto the surface of slide. Subsequently, 2 ml of 0.5% Triafol (Cellulose Acetobutyrate) was pipetted onto the slide.  This formed a film containing minute holes due to the inability of Triafol to penetrate the water droplets. Once, the Triafol solidified, the slide was submerged in Pellex (diocytl sulfosuccinate sodium salt) for one hour making the film hydrophilic. The film was then detached from the slide by inserting the slide into distilled water. The water penetrates between the glass slide and the Triafol film, leaving the film on the water surface.  Next, standard copper EM grids (400 mesh) were taken and cleaned by sonication for 2 min in acetone. These grids were placed on to the floating film. The grid-covered film was then remove from the water and placed grid side down on another clean glass slide. The filmed covered grids were then air-dried. 

At this point the grids were carbon coated. To do this, the grids on the film were placed in a carbon coater (film side up) and the carbon coater subsequently evacuated to at least 2x10-5 Torr, (see figure 3.2).  The carbon coater consists of a sharply pointed carbon rod and a flat-ended carbon rod separated by a very small gap.   The electrodes are turned on and the voltage is turned up until the pointed carbon tip becomes white-hot.  At this point the carbon sublimes and the gaseous carbon atoms condense onto the Triaflor film of the grids, thereby generating a carbon cast. The thickness of carbon can be monitored by the amount of carbon deposited on the filter paper.  For RNAp, fairly thin carbon films were used due to the small size of the molecule. Prior to use, the Triaflor film was dissolved from the grids (by placing them in ethyl acetate), leaving just the perforated carbon. Prior to use, the holey carbon grids were then glow discharged, which rips off carbon molecules from the surface at a rate of 5Å sec-1, thus exposing clean carbon that is hydrophilic.  This process was carried out in an inert atmosphere of argon.  These procedures are adapted from those outlined in [Harris, 1997 #752].
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Figure 3.1B - Carbon coater used for coating the grid covered with perforated Triafol.  See text for details.  

3.3.1.2 Sample Concentration

The concentration of the sample for cryo-EM and single particle analysis is critical. The ideal sample concentration is one that is high enough that the images of the molecule are separated by a distance of double the size of the molecule. Sample concentrations are typically 10x that needed for negative staining [Baker, 1999 #736].    For RNAp, negative staining procedures were initially used to determine the appropriate sample concentration for cryo-EM studies.  A serial dilution from 2 mg/ml to 0.01  mg/ml was carried out and indicated that a sample concentration of 0.03  mg/ml was appropriate for negative staining.  Therefore, it was estimated and subsequently verified that samples with a concentration of ~0.3  mg/ml were required for cryo-EM studies. A similar procedure was applied to determine the appropriate concentration of the PspFHTH sample for cryo-EM, and also found to be 0.3mg/ml.

3.3.1.3 Protein Buffers and Cryo-EM

Principle: Another problem faced when working with protein solutions is that many aqueous protein samples require high concentrations of buffer salts (>100 mM) or solutes such as glycerol (5 to 10%).  Without 200 mM NaCl, RNAp aggregates over time [Harris, 1995 #310].  

Protocol: Prior to freezing, the quantities of the solutes were reduced by floating the holey carbon grid on a drop (~40ul) of distilled water.  This washing technique works due to rapid diffusion of the solutes away from the sample [Cyrklaff, 1994 #660], which if thought to be held close to the air/water interface.  

3.3.1.4 Blotting

Principle: The thickness of the vitrified specimen depends entirely on the blotting time, the hydrophilic properties of the support film and the humidity near the sample [Baker, 1999 #736].  Insufficient drying leaves a sample layer that is too thick, thereby resulting in very poor image contrast.  Alternatively, excessive drying rapidly thins the specimen causing the molecules to migrate towards the periphery of the hole.  Finally, evaporation can lead to drastically increased solute concentrations and/or dehydration [Mandelkow, 1985 #633].  All of these phenomena can lead to distortion of the structure and must be avoided.   To enhance the spreading of the specimen the holey carbon film covered grids were glow-discharged.  

Protocol: For all the RNAp complexes and PspFHTH  4ul of sample was applied to a freshly glow discharged  holey carbon film for approximately 30 seconds and blotted for 2-3 seconds to remove excess solutes.
3.3.1.5 Vitrification of Samples
Principle: The methods for preparing biological macromolecules for cryo-EM studies have been well established, examples include Milligan et al (1984) [Milligan, 1984 #634] Chiu (1986) [Chiu, 1986 #626], Dubochet et al (1988) [Dubochet, 1988 #97], and more recently by Baker et al [Baker, 1999 #658] and van Heel et al [van Heel, 2000 #544]. Vitrification of water rather than crystallization occurs only when cooling of the sample is very rapid (greater the 104 oC/s, [Berriman, 1994 #624]).  Thus, the thermal conductance between the cryogen and the sample needs to be very efficient.  Liquid nitrogen cannot be used due to the fact that is has very low heat conductivity [Dubochet, 1988 #97].  To circumvent this problem, liquid ethane or propane cooled to liquid nitrogen temperatures is used as a cryogen [Dubochet, 1988 #97]. A spark proof fume hood should be used for preparation of the cryogen as both ethane and propane are potentially very explosive.

Protocol:  A 4l aliquot of purified sample, at ~0.3  mg/ml, was applied to an EM grid coated with a holey carbon support film and washed (section 3.3.1.3).  The grid is secured with a pair of forceps and placed in a plunging device and suspended over a bath of ethane slush (figure 3.3).    The ethane is maintained close to its freezing point by a surrounding bath of liquid nitrogen (Figure 3.3).   Prior to vitrification the sample is reduced to a thin film by blotting (section 3.3.1.4).   The plunger is then released and the grid is rapidly immersed in the cryogen, vitrifying the sample.  
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Figure 3.3 - Vitrification of sample.   A small receptacle of ethane is placed in a liquid nitrogen bath.  The bath maintains the liquid ethane at near liquid nitrogen temperatures.  Forceps, holding the sample loaded holey carbon grid, are position in a plunger device just above the liquid ethane.  When the plunger is triggered, the sample is submerged in liquid ethane that vitrifies the sample. Adapted from original image by Holger Stark.
3.3.2 Cyro-EM of transcriptional complexes
As the name suggests, cryo-EM is quite different from conventional TEM.  The main differences are that the sample should be maintained below the devitrification temperature (~-140 oC), minimisation of the electron dose and low contrast of the unstained proteineous specimens [Dubochet, 1988 #97].   These features place many additional demands on the microscope and microscopist.   Some of these constraints, their impacts and solutions (where appropriate) are outlined below.

3.3.2.1 Maintance of Low Temperature 

The vitrified specimen must always be maintained below the devitrification temperature in order to prevent conversion of the amorphous water in the sample to a crystalline state [Dubochet, 1988 #629].  Special cryospecimen holders have been designed to maintain the low temperature of the specimen (see figure 3.4) [Baker, 1999 #736].  The cryo-specimen holder used in this work was a Gatan side-entry cryo-holder system.  A schematic of such a holder is shown in figure 3.4.  Cooling of the sample is achieved by thermal conduction along a copper rod (grey in figure 3.4) that spreads into finely divided copper leaves in the liquid nitrogen [Baker, 1999 #736].
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Figure 3.4 – Schematic representation of a Gatan side-entry cryo-holder, modified from [Dubochet, 1988 #97].  The temperature of the specimen (T2) is maintained by the balance of the liquid nitrogen (-176 oC) in the dewer (T3), acting as a temperature sink cooling the sample via a copper rod (grey), and the surrounding environment (T1) which includes gas conductance and radiation that warm the sample.  The black lines represent the position of the anticontaminator rings around the sample, adapted from [Dubochet, 1988 #629] .

Cryo-spceimen holders are often very unstable during imaging, mainly due to the huge temperature gradient between the microscope (at room temperature ~20 oC, marked T1 in figure 3.4) and the specimen (~-170 oC, marked T2) and the dewers at ~176 oC, (marked T3) [Baker, 1999 #736].  To help reduce the instability, the specimen was placed within the microscope and left to stabilize for a minimum of one hour.

3.3.2.2 Contamination

Another draw back of the specimen holder is that it has to be rapidly transferred through the air to the microscope.  When this process is performed, there is condensation of water vapour on the rod and more importantly the grid [Dubochet, 1988 #629].    In addition, the low temperature of the specimen and Gatan-holder makes it an excellent sink for contaminants.  Thus, to reduce the amount of contamination, an auxiliary anticontamination device was always used [Stewart, 1991 #635].  The anticontamination device used is known as the blade-type anticontaminator (figure 3.4).  The circular anticontamination device sandwiches the specimen between two pieces of cold copper, cooled externally by liquid nitrogen (see figure 3.4, notice the anticontamination device does not interfere with the path of the electrons).  This extensively reduces the amount of contamination, thereby allowing the specimen to be in the microscope for a few hours.  

3.3.2.3 Low-dose Imaging Conditions
As the vitrified sample is unstained, it is extremely sensitive to the effects of electron irradiation [Conway, 1993 #253].  Therefore, the microscopy must be performed in such a way as to minimise the specimen exposure required to record a micrograph with the appropriate optical density.  Specific methods are employed that enable the capture of images with the minimal electron dose.

Focusing is carried out 2-3m away from specimen, primarily to minimise the radiation damage.  A further preventative measure includes the under exposing of the film, followed by its over development.

Searching for a suitable area 
The EM grid was searched for suitable areas for imaging at very low magnification (x3,000) and hence at a very low electron irradiation level.  (Estimates suggest that this is in the region of no more that 0.05 e-/Å2/s).  Areas were assessed for ice thickness, ice contamination and the appropriate concentration of the sample levels within the hole.  To assess the sample in detail, a suitable hole was chosen from a particular grid square, then at high magnification the hole was imaged using the CCD camera.  An added advantage of using the CCD is that it allows the performance of online Fourier transforms (FT).  From the FT the imaging conditions were assessed (astigmatism, drift and defocus, see below). 

Cryo-TEMs normally have a three-state system that makes searching, focusing and recording much easier.   When the microscope is used in TEM low dose mode, there is the option to allow the fast switching between low magnification for searching, high magnification for focusing and intermediate magnification for recording images (see figure 3.5).   
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Figure 3.5 – Focusing the electron beam under low dose conditions.  A suitable hole containing the vitrified sample is selected at very low magnification.  The beam is then moved to the side by 2-3 (m, focused and any astigmatism corrected (at high magnification).  The image outlined (grey box) is then taken of the sample using a very short exposure time at the desired magnification.  

Once a suitable specimen area had been located at low magnification, the image is switched in low dose mode to the highest, focusing magnification.   At this stage, the beam is actually moved by ~3m from the imaging/hole area, onto the surrounding carbon film.  When at high magnification, adjustments to the focal position are made in order to find the point of minimum contrast or “true focus” (see figure 3.6, middle).  At, true focus, one can also eliminate as much astigmatism as possible. Astigmatism is caused by difference in focus between the x-axis and y-axis.  Without the correction of the astigmatism, the image, and therefore the structural information, of the sample would be fundamentally distorted.  Then the image is under focused (termed defocus) by an appropriate amount (see figure 3.6, left and right of centre).  
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Figure 3.6 – Focusing and defocusing.  The central image shows an image of carbon at focus, taken at  higher magnification (120K x) and after correction of astigmatism.  Notice there is minimal contrast in these images.  The left image shows the same area taken at 1(m underfocus (defocused) and the right image 1(m overfocused.
Several factors determine the imaging conditions used (magnification, defocus, electron dose), the most significant factors are the dimensions of the object that is being imaged, the resolution required and the requirements of image processing.  All of the transcriptional complexes studied were imaged at 50,000x, with a range of defocus set on the microscope between 2 - 3 m and an electron dose of about 12 e-/ Å2.    The electron dose is determined by the magnification and the exposure time of the camera.  The camera exposure time at 50,000x magnification was set to 1 second.  

3.3.2.4 Characteristics of  Cryo-TEM Images
Contrast

As cryo-EM images thin samples, with the specimen comprised largely of low atomic number atoms, the samples are too thin to absorb electrons or deflect the electrons at large enough angles so they are removed by the objective aperture.  Therefore, most electrons are only weakly scattered by the specimen.  Thus, image contrast is generated by phase contract rather than amplitude contrast.  Only 5% on the contrast in a cryo-EM images arises from amplitude contrast, which is unaffected by CTF.  The remaining 95% of the image is comprised of phase contrast.  The relationship between the image of the specimen and the specimen itself is described by the contrast transfer function (CTF), which affects both the amplitude and phase contrast (see section 3.4).  The precise effect of the CTF is particular to the microscope and the imaging conditions; the spherical aberrations, present in all electromagnetic lenses, vary as a function of the objective focal setting and operating voltage.  

Drift

Drift is simply the movement of the specimen during the capturing of the image [Dubochet, 1988 #629]. Drift in cryo-EM images is common place (often due to the instability of the holder a feature that can frequently be eradicated by slightly warming the tip of the holder). Movements can also be minimised by maintaining a constant temperature, soundproofing and allowing sufficient time between entry of the specimen and image recording (personal observation) 
Charging
Charging is a poorly understood phenomenon [Brink, 1998 #638].  During exposure, there is a stream of electrons passing through the specimen.  Most electrons are elastically scattered.  However, a few electrons are inelastically scattered, imparting some of their energy on the specimen.  The energy transfer eventually builds up to such an extent that electrons are emitted by the specimen.  The electron emission results in the specimen having a net positive charge that acts, at a very local level, as an electrostatic lens causing a local focusing change and blurring of the sample [Brink, 1998 #638].   Using higher electron accelerating voltages reduces the amount of inelastically scattered electrons and therefore the amount of charging. Charging has also been noticed to be reduced by the inclusion of carbon film in the image [Brink, 1998 #638]
3.3.3 Development of the Negatives

The final step of the microscopy was the development of the negatives.  As part of the minimisation of the electron does, negatives are typically under exposed followed by over development.  The negatives (Kodak SO163) were developed in undiluted D19 (Kodak) for 12 min and then rinsed in water for 1 min at 20oC, such that an optical density between 0.4 and 1.2 resulted [Harris, 1997 #752].  The washing procedure was then repeated. The negatives were subsequently transferred to fixer for 15 min.  Finally, the negatives were thoroughly washed in water multiple time and air dried.     

3.4 Image Analysis  and 3D reconstruction

Images of biological samples, using the cryo-EM methodology outlined above, are 2D projections of the object.  In the case of non-crystalline samples, each 2D projection is randomly orientated. In addition, as the specimen is unstained the images have poor SNR.  Image analysis is performed to combine these randomly orientated 2D projections of the objects into a representative 3D model of the object.  However, many thousands of images have to be averaged due to the poor SNR.  Thus, computational methods are applied to relate the 2D projections with respect to each other, so that they can be combined into the 3D model. Due to the different order of samples, many software packages have been produced that perform the task outline above.  The image-processing package used for this work was the IMAGIC software package [van Heel, 1996 #482]. The main focus of this section is to describe the image analysis performed using IMAGIC, with only passing reference to other packages where appropriate.

Fourier Analysis

The use of analogue or digital image analysis enables an assessment of the image quality.  A common place tool for the analysis of a digital image is the Fourier Transform (FT).    The FT may be described as the frequency analysis of the image.  The image is considered to be the sum of a set of sinusoidal waves of varying frequency.  The higher the wave frequency the finer the details in the image.   This variation of intensity can be describe as :

j(x) = ∫J(R)exp-2πixRdR



(equation 3)

where j(x) is the image, R is a vector in n dimensions and J(R) are the Fourier coefficients representing the weighting factor given to a particular sine wave of frequency v = h/l.  A small value of h corresponds to a slowly varying sine wave (low frequency information), whilst a large value of h corresponds to fine (high resolution information).    Any measurement of v can be related to a spacing r in the image by r = 1/v.  Thus, there is an inverse relationship between the image and its FTs.  Small spacings r correspond to high frequencies v.  Thus, the transform of an image gives immediate  information of the frequency distribution.    A numerical transform, after digital conversion of the images, gives both J and ( (phase shift).

Weak Phase Approximation
Thin samples of biological specimens can be considered as weak phase objects [Cowley, 1957 #753].  In this approximation, the Coulomb potential distribution in the specimen,  V(r, z) affects the incident electron wave.  r refers to the (x, y) co-ordinate in the plane of the specimen.  The images of the specimen records V(r, z) or the 2D projection of the object as an intensity j(r).  In the weak phase object approximation, the electron wave function after transmission through the specimen is;

(0(r) = exp [-i((r)]


         (equation 4)

where ((r) corresponds to the phase shift in radians, relative to the incident beam and proportional to the Coulomb potential distribution V(r, z) along the z-axis, which is parallel to the optical axis. The term exp(-i() is representative of a phase shift cos ( - i sin (.  ((r), the phase shift, is related to the Coulomb potential distribution for a specimen of t thickness, by an integration in the z direction [ref saxton].
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      (equation 5)

Where ( is a constant for electron with a wavelength (.  

Equation 5 and the approximation used to relate ((r) to the image intensity j(r) assumes a number of factors:

i. Coherent illumination is used

ii. The effect of inelastic scattering on (o is neglected

iii. The specimen is thin, therefore the phase shift ((r) is small enough to present the term exp[-i((r)] as an approximation 1- i((r)
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Figure 3.7 – Electron microscopic contrast transfer function (CTF).  The images demonstrate the effect on the sinusoidal amplitude modulation by continuously increase phase contrast, which leads to periodic changes in contrast.  Top – Graphically shows the effect of the PCTF at two difference defocuses.  Bottom – the effect on images of PCTF on an image (left) at two different defocuses.
However, the transform of an image of a thin specimen is the product of the transform of the specimen structure (()(equation 4) and a microscope CTF (equation 6).  This is why the correction of the CTF has become paramount in image processing as the specimen mage can become severely distored (figure 3.7).  The value of spherical aberration is approximately constant for a given set of imaging conditions (i.e. 200 kV, 50000x magnification and defocus).  Thus, as the effect of the spherical aberration (Cs) is considered to be constant, the altering the defocus ((f) alters the image seen on the micrograph (figure 3.7).  However, the phase shift induced by the CTF is necessary as it is this shift that allows the weakly scattered beam to interact with the unscattered beam to cause interference, which produces the necessary amplitude contrast to see the object, as phase differences can not be directly observed.   
C(v) = exp[-i((v)]B(v)        

(equation 6) [Lenz, 1971 #754]

Where the phase shift ((v) is given by,

((v) = 2(/( {(Csv4(4/4)-((fv2(2/2)}      

(equation 7) [Lenz, 1971 #754]

B(v) corresponds to objective aperture function, where all electrons scattered at angles greater than aobj= (max (the semi angle subtended by the objective aperture at the specimen) are stopped by the aperture and do not contribute to the image, v spatial frequencies, (f is the defocus, ( is the electron wavelength, and Cs is the coefficient of spherical aberration

3.4.1 Digitisation of Micrographs

3.4.1.1 Choice of Negatives

An exordium to the computer processing of images was the selection of the very best micrographs.  This was achieved via a two-step process, assessment by eye and optical diffraction.  Through these two processes it was possible to order the negatives in terms of quality.  A quality negative would have no charging or drift and be stigmatic.  In addition, the particle should be arranged such that there is an even monolayer.  Also, careful inspection of the cryo-EM images allows recognition of characteristic views and assessment of the different orientations of the molecules.  In all cases of the protein complexes studied, a good distribution of orientations was found.  

3.4.1.2 Digitisation 

The digitisation is of primary importance, as distortion of information within the negative will result in misrepresentation of the sample.  The Raleigh sampling theorem states that one should scan the micrograph at a step size, which is at least twice as fine as the resolution desired [REF].   Two different scanner systems were used, an Image Science patchwork densitometer and a Leafscan 35 (see table 3.12).  The Image Science pathwork densitometer scans a negative as a series of overlapping images, where as the Leafscan 35 is a line scanner.  The Leafscan (used for the digitisation of the PspFHTH), although inferior in terms of resolution, was much easier and quicker to use than the Image Science patchwork densitometer and was sufficient for an initial analysis of the PspFHTH complex.

Image Science patchwork densitometer
The Image Science patchwork densitometer is a CCD based densitometer system [Schatz, 1994 #1064; van Heel, 2000 #544].  A CCD chip comprises a grid of light sensitive elements that are termed pixels, which detects the light transmitted by the negative being digitised.   The Image Science patchwork densitometer comprises a fixed camera, which contains the CCD chip. Below the camera, there is a moveable x-y table that holds the negative, beneath which there is a light source.  The light source is interactively adjusted such that there is no saturation of the CCD chip by light transmitted through the negative.  To reduce errors during the data collection process, introduced by the non-uniform light source and sensitivity of the CCD chip, a series of calibration steps prior to use are performed to estimate the lack of uniformity. The patchwork densitometer splits the negative up into ~650 overlapping 500 x 700 pixel patches.  Overlapping patches are required to compensate for the small errors in the movements of the x-y table.   The individual patches are recorded by moving the x-y table that holds the negative in a grid pattern so that the whole negative is imaged.  After each image capture, the inaccuracies of image capture are corrected.  Once all of the patches have been collected, a post processing step reassembles the micrograph as a single image. The micrograph is now in a digital format that can undergo computational image processing.

The pixels forming a micrograph have a specific size or scale, which varies depending on the magnification of the microscope and the magnification of the camera lens used to digitise the image. Therefore, the division of the step size of the camera (the area of the negative that each pixel corresponds to) by the magnification of the TEM will give the scale of each pixel.

Step Size/Magnification = Real Pixel Size 

(equation 8)

All RNAp images were taken at a nominal magnification of 50,000x were digitised with a 5.0m step size.  Calibration experiments of the TEM revealed that the nominal magnification of 50,000x was in reality 48,600 (Gowen B, unpublished data). Substituting the known values into the equation above indicates that each pixel represents 1.05 x 1.05 Å at the specimen level.  Having calculated the sampling frequency (real pixel size), it is possible to calculate the maximum resolution achievable from the digitised image.  This maximum resolution or Nyquist frequency is given by the Nyquist theorem [REF] and is simply twice the sampling frequency.

To reduce the noise of the digitised micrograph, the image is “coarsened” by a factor of 2. Therefore, each pixel represents 2.1 x 2.1 Å at the sample level and the data has a Nyquist frequency of 1/4.2 Å.  

The Leafscan 35

The Leafscan 35 works in a similar manor to a common computer flat bed scanner (i.e. CCD-line array detector), albeit at much higher resolution.  The micrograph is held in a “leaf” with the light source above the leaf and the detector below.  The micrograph is then scanned line by lined.  The Leafscan 35 digitised the image at 10 m per pixel, thus the sampling frequency at the specimen level is 2.1 Å per pixel, such that the Nyquist frequency was also 4.2 Å.

3.4.2  Data Extraction

Principle:  The principles of data extraction are to collection as many single particles as possible.  Particles must not be touching as this restricts their orientation and prevents separation into individual particle images. Statically significant data sets are required such that as many different views of the molecule are present and so that only very alike images are averaged together (see below) [Orlova, 2000 #750; Henderson, 1995 #642].  The dataset should also contain a variety of defocus values, which provide information at all spatial frequencies in the final reconstruction.  All of the RNAp datasets were statistically significant (table 3.12), containing a range of defocus values in the range of 3-5μm. Unfortunately, those micrographs containing the most information are those closer to focus, but these have the lowest contrast. As, RNAp is small (380-450 kDa) and completely proteinatious, it has relatively poor electron scattering properties (see figure 3.6).  

	Data Set
	No. Scanned Micrographs
	No. of Particles
	Scanner Used

	E
	16
	25,000
	Image Science

	E70
	6
	10,000
	Image Science

	E(54
	5
	10,000
	Image Science

	E57-477(54
	5
	10,000
	Image Science

	PspFHTH
	8
	2,500
	Leafscan35


Table 3.12 – List of the size of each data set used to reconstruct the different macromolecules.  The final column indicates the scanner used to digitise the negatives. 

[image: image5.jpg]i} .-“;%ﬁ%ﬁ’: B b T
: ﬁ:jﬁg@ S
: A 2

AR o





Figure 3.8 - Image of an untreated negative, containing core RNAp molecules.  The SNR is very poor, but after treatment (not shown) the location of individual RNAp molecules can be identified (circles on red).  The diameter of the circle corresponds to 160Å.

3.4.3 Image Processing

Overview and Principles: The method of angular reconstitution exploits the random orientations that molecules assume within a solution [van Heel, 1987 #477; van Heel, 2000 #544].  The images of the individual particles in solution have 6 degrees of freedom that need to be taken into account when calculating a 3D structure (see figure 3.7).  The first degree of freedom, (z), is ignored, as the image taken of the molecule is in a plane perpendicular to the electron beam.

The molecules can be located anywhere in the micrograph, (x,y), and their exact (x,y) position needs to be determined. Furthermore, at a particular (x,y) position, a molecule can have any orientation in terms of an in-plane rotation, referred to as the (-angle orientation. In the object centred co-ordinate system, the three rotational degrees of freedom (three Euler angles) of the molecules are the in plane α rotation and the out of plane a rotation ( around the z-axis, followed by a rotation about the y-axis, ( (Figure 3.9). Reference free and multi reference alignment procedures are used in order to eliminate these three in-plane degrees of freedom (x,y,(). 
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Figure 3.9 – The 6 degrees of freedom of a particle.  See text for details.

After alignment, molecules still have two further degrees of freedom, the out of plane rotations, ( and (.   Aligned images undergo an automatic classification procedure and averaging to produce characteristic views.  The characteristic views are then assigned Euler angles by the angular reconstitution technique.  Subsequently, the 3D reconstruction can be calculated using a 3D reconstruction algorithm (e.g. exact filtered back projection) that corrects the weight of unevenly distributed characteristic views.  There are alternative ways of achieving the final 3D reconstruction as shown in figure 3.10.  Regardless of the precise methodologies used, all procedures are carried out iteratively until the data converge on a stable structure (see figure 3.11).

3.4.3.1 Contrast Transfer Function Determination and Correction

Principle: Contrast in cryo-micrographs arises largely from phase contrast.  This is formed by the interference of scattered and unscattered electron waves.  The relationship between the object and the image is described by the CTF [Lenz, 1971 #754].  As a result of the CTF certain spatial frequencies, originally present in the object, are inverted in the image of the object, thus the image of the object becomes distorted (see figure 3.7).  As mentioned previously, the elastically scattered component of the CTF is a function of spatial frequency.  Mathematically, this is expressed as in equation 6.
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 Figure 3.10 – The different ways of combining 2D images to achieve a 3D reconstruction.  A – images are combined into sets of 3D reconstruction, the 3D reconstructions are then merged to produce a final 3D.  Such a procedure was typically used when CTF correction was applied on the 3D reconstruction, thereby allowing the combination of several sets of images taken at different defocuses to produce a representative 3D reconstruction.  Also, this method is used for combining data from several conical tilt series. The second method, B, shows the procedure used in the work presented in this thesis.  Alike 2D images are combined to give an improved image or average image that has a much better SNR.  The relative angles of these images with respect to each other are determined and subsequently the images are combined to produce a final 3D reconstruction. Finally, the third example C, shows the method whereby the relative angle of each image is determined by aligning to a reference images with a known angle.  These images are only combined in the in final 3D.  The angles of the raw images are usually determined by projection matching rather the angular determination described here.  Image taken from [Frank, 1996 #606].

For 2D crystal objects, both the diffraction pattern and the FT of the object are used to precisely determine the CTF prior to the 3D reconstruction.  However, for single particle analysis, the determination of CTF is less straightforward.  Previously, the limit of resolution that could be achieved for a reconstruction by the single particle methodology was dictated by the first zero intensity position of the CTF, which was determined by the defocus used.
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Figure 3.11 – Single particle Cryo-EM by angular reconstitution.  An overview of the iterative refinements is presented in this figure.  Starting at the top and working in a clockwise fashion each step will be briefly outlined.  The sample is imaged, and the quality of the sample is assessed, a process which may take several iterations to obtain the perfect monolayer.  After imaging, the better micrographs are digitised.  Individual particles are then interactively selected from the micrograph to produce the data set.  These images then undergo CTF correction and alignment, followed by MSA and classification procedures to produce characteristic view or class averages of the data set.    The class averages are then used to improve the alignment (during the initial phases of processing only) or are assigned Euler angles by angular reconstitution.  These Euler angels are then used to calculate a 3D reconstruction.  Having obtained a 3D structure, the density map is reprojected into (a few) Euler angle directions to create an anchor set of images that are used to refine the angle determination of the class averages.  This is repeated until a stable 3D reconstruction is produce.  Once this is achieved, the 3D reconstruction is projected many times to produce a set of reference images for multi-reference alignment.  The whole cycle is repeated until the data converges on a final 3D reconstruction.  Finally, after the determination of the final 3D reconstruction, the structure undergoes analysis and interpretation.  The interpretation is then followed by another macromolecular complex or altered conditions.  The magenta backdrops for certain stages represent the more CPU intensive procedures of the image processing cycle.

[image: image7.jpg]



Figure 3.12 – Example of an image power spectrum generated from a negative of core RNAp molecules taken far from focus.  These rings of brightness are known as Thon rings and are maxima of the CTF (arrowed green).  The regions of black between the rings, indicate points where the CTF has caused severe or complete attenuation of the signal at that particular spatial frequency (minima are arrowed yellow).  Note, the low frequency information is found at the centre of the image, whilst the high frequencies, invisible after about 5A are located as the outside edges.

However, due to the large amount of defocus used to record images of RNAp (3-5m defocus) this would limit the reconstructions to, at best, 25 Å. To achieve useful structure-function relationships a higher level of resolution is ideally required.  This is achieved by correcting for the CTF introduced by the EM.  To correct for the CTF, it is necessary to accurately determine the precise defocus used during the imaging.  The determination of the defocus is a multi-step process, which is further complicated in the case of RNAp by its relatively small size.  As such, automatic algorithms for CTF correction cannot be used [van Heel, 2000 #578].  This is primarily due to the fact that RNAp has very weak scattering properties and was at a relatively low concentration compared to the sample used to develop the algorithm.  Thus, an alternative method was derived to determine the defocus.  The method devised uses elements from many other methods of CTF correction methodologies [Zhu, 1997 #643; Zhou, 1996 #650 ;van Heel, 2000 #578] (the source code is presented in Appendix B).  CTF correction has been historically applied either at the beginning of the image analysis, on the raw image data, or at the end of the 3D reconstruction procedure [van Heel, 2000 #578] and references there in.  In all cases, the method of CTF correction was applied after digitisation and particle selection.

The first step of the CTF correction method devised was to generate an unambiguous power spectrum, best observed after rotational averaging (see figure 3.11).   Such power spectra allow the estimation of the positions of the zero intensity caused by the CTF. The power spectrum is generated by averaging overlapping power spectra as follows, (see [Zhu, 1997 #643]).  In all cases, the negative was divided into four areas.  Within each area, 20 512 pixels2 square patches were picked with an average overlap of ~30%.  Subsequently, these images were Fourier transformed and the modules of the intensities taken to form a power spectrum. After summation of the 20 power spectra to generate a mean power spectra (MPS) for each region, followed by rotationally averaging the 2D MPS (see figure 3.12).  The rotationally averaged MPS is then low-pass filtered to remove small variation related to CTF.  Final, a line from the centre to the outside was take to produce a smoothed 1D power spectra.  This 1D MPS is then extracted in a numerical format within IMAGIC.

To further assist the estimation of the defocus, the program carries out a number of additional processing steps. The CTF depends of the envelope functions due to specimen thickness [Baker, 1999 #658], accelerating voltage and a spatial frequency-dependent noise distribution. The background of the profile was removed before zero position estimation, by working out the linear gradient of the curve and subtracting this gradient from the measured CTF [Zhou, 1996 #650; Mancini, 2000 #761]. The user also needs to input the range of spatial frequencies represented in the MPS and parameters relating to the microscope used, such as accelerating voltage and spherical aberration coefficient.  The program then locates minima and classifies the minima as long-range (usually relating to real zero positions) or short range minima (usually noise, but sometimes relating to poorly represented zero positions).  Estimation of minima and their classification is important as observed minima can arise from either the structural factors of the specimen or from the CTF.  Both sets of minima are subsequently displayed, from which the user verifies the positions of the suggested true zeros positions (spatial frequency) and their corresponding order (i.e. the first, second or third zero).  The program also incorporates a weighting option (from 0 to 1, with the default set as 1).  Such a weighting option is useful when a MPS is particularly poor and there are ambiguities of multiple zero positions, but where the ambiguous zeros are required to estimate the defocus. Both the zero order/omission and weighting options are important factors as there can sometimes be difficulties in distinguishing minima arising from structural factors and those arising from CTF.

Finally, the program uses a least-squares method to fit the experimentally determined minima to those zeros in equation 7, to determine the precise defocus used.  The top five defocus fits are then returned, together with the standard deviation of the fits of the experimentally determined zeros and the mathematically determined zeros for the estimated defocus.  The user can then compare the MPS with the theoretically calculated CTF to ensure the correct defocus is used during the CTF correction.

The CTF correction is performed on single particle images within IMAGIC-5.  Initially images are boxed off, typically in 128 x 128 patches.  These images are then normalised and have a mask, with a 60 pixel radius and a soft edge (Guassian function) over four pixels imposed.  These images were then frames in 512 x 512 boxes.  The “negative” phases were then flipped using standard IMAGIC commands within the Transfer package.  Framing of the images in 512 x 512 patches enables a more precise flipping of the high spatial frequency phases, as the correction is implemented in Fourier space.  After CTF correction, the images are cropped into 128 x 128 pixel arrays.

For a given defocus, the CTF results in the incorrect contrast (where the intensities of the CTF are negative) and a series of zero information at specific spatial frequencies (see top panel of figure 3.13). Flipping of the phases corrects the general contrast of the images, but at the zero positions of the CTF, information is lost (bottom panel, figure 3.13).   To obtain information at these the zero information positions one must combine images taken at different defocus values (bottom, figure 3.13), as the zero positions occur at different spatial frequencies for different defocus values the combination of images at different defocus values means that there must be information at all spatial frequencies. 
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Figure 3.13 – The use of multiple defocuses.  The influence of the CTF results in periodic changes in contrast.  The x-axis represents spatial frequencies and the y-axis represents the intensity. Top -   Two different defocus values produce two different phase shifts, with zero intensity positions. Bottom - After precise CTF correction, there is no longer phase reversal, but at spatial frequencies zero intensities.  However, by adding images taken at the two defocus values there are no overlap zero intensity. 

3.4.3.2 Pre-Alignment Procedures

The CTF corrected images were then normalised and band-pass filtered [van Heel, 1985 #621].  The normalisation process sets the mean density to zero, with a variance of three standard deviations (user defined).  The band-pass-filtering suppresses the disturbing low frequencies and very high spatial frequencies.   The low frequency components removed by filtering are often associated with density ramps and their presence would disturb the alignment procedure. The band-pass filter is the product of a wide Guassian low-pass filter, to cut at only the extremely high spatial frequencies and a narrow high-pass filter to cut away the disturbing low frequencies [van Heel, 1985 #621].  In general for RNAp, a low frequency cut-off of 0.005 Å-1 and a high frequency cut-off of 0.9 Å-1 were used. The low-pass and high-pass cut-offs were not absolute; transmission values were set to 5%.

3.4.3.3 Alignments of Images in the Plane

Principle: The purpose of an alignment is to bring a common motif present in two or more images into a common position between the images [van Heel, 2000 #578].  

Reference Free Alignments

During the initial stages of working on a novel specimen, with no knowledge of the overall structure there is a need to align the images without using references to enable an unbiased assessment of typical views.  Alignment of images of the sample embedded in ice, with respect to a reference image using correlation procedures can lead to bias towards the reference images (primarily due to the poor SNR) [Boekema, 1988 #617].  Reference-free alignment is an iterative procedure.  The molecular images are centred by translational alignment relative to the rotationally averaged total sum of all images in the dataset.  The translationally aligned images are summed together and rotationally average to provide a reference for the second alignment.  This method is repeated several times, until no further improvement of alignment can be made.  The data then undergoes a multivariate statistical classification (MSA) procedure (see below), which is used to find similar rotational orientated images.  These views are then used as unbiased reference images with which to start the multi-reference alignment procedures.  The reference free alignment and MSA procedures also allow the unbiased identification of any symmetrical properties of the molecules [Dube, 1993 #609; Orlova, 2000 #748].

Multi-reference Alignments

Principle: It is virtually impossible to achieve a high quality alignment of a large dataset of randomly orientated images using a single reference image [van Heel, 1985 #621].  This is primarily due to the fact that a 3D structure projected at different directions normally yields very dissimilar 2D projection images.  For accurate image alignments of large data sets containing a wide variety of projections of the structure, an extensive reference set is required.  

Prior to the multi-reference alignment the reference images were normalised and band-pass-filtered.  These images are then aligned to the first reference image.  The alignment algorithm takes the first raw image and converts this image and the first reference image from their usually Cartesian co-ordinate system to a polar co-ordinate system.  These transformed images are then subjected to 1D FT along the angular co-ordinate.  FTs of the reference and image are conjugate multiplied with each other.  The rotational cross correlation coefficient (RCCC) is obtained by integrating the inverse FT of this product over the angular co-ordinate.  The molecular image is then rotated by the angle ( at which the RCCC is found to have its maximum.  Subsequent to the rotational alignment, the translational alignment is performed.  This alignment is achieved by searching for the position of maximum cross-correlation function (CCF).  The rotated molecular image and reference images are FT and the 2D FTs are conjugate multiplied by each other.  The inverse Fourier transform finds the CCF from this product. The rotated image is then shifted by ((x, (y) to the position of maximum translational overlap.  This procedure is carried out iteratively up to five times.  The above procedure is repeated for each individual raw image in the dataset until they are all aligned with respect to reference 1.  The dataset is then subsequently aligned, with respect to reference 2.  For each image, if the correlation is better with the second reference the program aligns the image to the second reference; else the program will leave the alignment with respect to the first reference [van Heel, 1992 #480].  This procedure is then carried out with reference image 3 and so on [van Heel, 2000 #578]. 

3.4.3.4 Multivariate Statistical Analysis (MSA)

Principle: Due to the fact that images of biological specimens are very noisy, alike images need to averaged together to improve the SNR before further image processing.  For near identical images to be averaged, similar views of the biological specimen need first to be aligned.  The aim of the alignment is to remove three of the degrees of freedom in their orientation (x, y,).   After aligning the images of single particles they need to be sorted into groups of similar images.  Although the human eye is an excellent tool for distinguishing between unalike objects, when one is dealing with large data sets (>3000 images), this is unfeasible.   MSA is thus a vital component of the image processing technique.  The first use of MSA to classify noisy images of biological macromolecules was in the 1980s [van Heel, 1981 #622; Borland, 1989 #209; Frank, 1990 #749].  The MSA technique takes a dataset of n images, with each image having p pixels, and places them in a matrix X.  Each image forms a row of the matrix.  Thus, the matrix X, has p x n elements Throughout the image processing 128 x 128 pixels was a typical image size, thus the images in these data sets were represented in 16384-dimensional space!  This matrix is then modified in such a way that each row is now described as a linear combination of the main eigenvector (eigenimages).  This main eigenvector is defined by the representation of each image or row within the matrix, as a point in p-dimensional space, spanned by the pixel densities and finding the main statistical characteristic of the cloud of n points.  The underlying principle of defined the cloud of point is the power procedure [Golub, 1996 #656]: that a randomly chosen vector, when iteratively multiplied through the data will gradually yield the first eigenimage of the system.  Then a set of eigenimages can be obtained by making sure that after every iteration that all subsequent eigenvectors are orthogonal to the proceeding eigenvectors (see figure 3.14).  

The data is largely described by the first few eigenvectors, which represent the large proportion of the variance present with in the data set.  This is reflected by the fact that they have the largest eigenvalues.  The user specifies the number of co-ordinates used to describe an image.  For the larger RNAp datasets, 64 eigenvetors were used to describe each image.
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Figure 3.14 – Schematic representation of the estimation of eigenvectors.  The underlying principle of the MSA algorithm is the “power” procedure.  A randomly chosen vector, when multiplied through the data, as indicated, gradually yields the first eigenimage of the system.  A whole set of eigenimages can be found by making sure that after each iteration, each subsequent eigenvector is orthogonal to the preceding eigenvectors.  This procedure is indicated by the orthonormaliastion step.  Combined with this step is an over-relaxation procedure that is a mathematical method to make sure the algorithm converges on a solution more rapidly.  The over-relax procedure exaggerates the differences found between successive round, thereby trying to predict the final solution. 

3.4.3.5 Classification

Principle: After MSA, an automatic hierarchical ascendant classification was performed.  This algorithm groups similar images into classes, which are in turn grouped into larger classes until eventually all classes are merged into one large class [van Heel, 1984 #475; van Heel, 1989 #479; van Heel, 2000 #578; Borland, 1989 #209].  The classification hierarchy is normally cut at a user-determined level. Images are partitioned into classes by searching for local minima of internal class variance.  The procedure is further aided by allowing members of classes to migrate to different classes provided that the variance criterion is met.  The classification therefore aims to minimise the amount of internal variance of each class, whilst maximising the variance between classes.  Typically, each class contained 10-20 individual images [Orlova, 2000 #750].

During the classification 10% of the total number of images in the dataset were discarded based on their large variance contribution.  This produced classes with an even lower internal variance.  Overall, this methodology of classification produces classes with varying amounts of internal variance, with lower internal variances corresponding to better classes.  After the classification step, the aligned images in each class are then averaged together.  This averaging step leads to a significant improvement in the SNR.  The SNR improves proportionally to the square root of N, where N is the number of images added together (assuming all signals from the molecules within a class are identical) [Cramer, 1946 #755]. These classes can then be used as references in further rounds of MRA to refine the alignment [van Heel, 1985 #621].  After several rounds of MRA/MSA classification, good, stable classes were achieved, which can then undergo angular assignment.

	Complex
	No. Images
	No. Classes
	No. assigned Angles 
	No. Class in 3D

	E
	25,000
	2,000
	1,000
	750

	E54
	10,000
	1,000
	
	

	E57-47754
	10,000
	1,000
	
	

	E70
	10,000
	1,000
	
	

	PspFHTH
	2,500
	140
	140
	


Table 3.13- The number of 
3.4.3.6 Angular Reconstitution

Overview: The class averages resulting from MSA and classification represent 2D projections of a 3D structure in different projection directions.  These projections provide a lot of information related with structural features of the molecule, but they do not describe the three-dimensional density distribution.  To restore the 3D density distribution, one has to find the angular relationship between the projections.  In 1968, DeRosier and Klug published the first 3D reconstruction of a biological object, a phage tail [DeRosier, 1968 #657].  However, it was not until 1974 that an asymmetric molecule was reconstructed from its 2D projections [ref].  The principle of generating a 3D object from its projections is derived from Radon’s theorem [Radon, 1917 #654], which states that an object can be reconstructed uniquely from its line projections when all of its line projections are known.  Radon’s theorem is closely connected to the projection theorem, which states that any 2D projections have at least one 1D projection in common.  The common lines between pairs of projections can be easily shown in Fourier space.   The FT of any 2D projection is a central section of the 3D in Fourier space.  Therefore, two different projections of the same object, represent two central sections in Fourier space that are crossing each other along the line through the centre (origin) of Fourier space.  The FT of that line corresponds to the 1D projection that two projections have in common to both 2D projections (figure 3.15). 
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Figure 3.15 – Diagram representing the projection theorem and its use in 3D reconstitution.  This procedure can be carried out in real space or in Fourier space depending on the soft ware package used, image taken from [Frank, 1996 #606].  

Angular Determination
Principle: The class averages represent 2D projections of a 3D structure from different directions [van Heel, 1987 #477].  Thus, relating back to the projection theorem, there is always one common line between any pair of 2D projections from the same 3D object (see figure 3.14).  This has given rise to the common line methodology of angular determination.  The search for the common lines can be carried out in real space (IMAGIC, [van Heel, 1987 #477]) or in reciprocal space (see figure 3.14) (MRC, [Crowther, 1994 #607]).  The real space searches involve the formation of sinograms [van Heel, 1987 #477] (see figure 3.16, A and B). A sinogram is effectively a table of 1D projections of a 2D projection (figure 3.16, C and D).  As a simple model, two projections can be geometrically related by their common central section, or common line.  The common line is found by comparing every line in the sinogram of projection 1 to every line in the sinogram of projection 2 (figure 3.16, E).  The comparison is performed using a cross-correlation function (see below) for all angles or 1D projections [van Heel, 1987 #477].  Once the common line is found between projections 1 and 2, a third image is required for determination of their absolute orientations, providing it is not planer with either of the other two projections.  This is simply because projections 1 and 2, although related by a common line, can still move in an unconstrained manor about the common line (see figure 3.17).   Once a third projection is added it will constrain the movement and lead to a complete determination of relative angles between the three projections (see figure 3.17).

In reality, the search is slightly more complex.  To find the common line projection between two 2D projections (projection 1 and 2), their sinograms are compared line by line using “ sinogram correlation functions” (sinCF) [van Heel, 2000 #544].  At the position of a common line, the sinCF reaches a maximum, thereby allowing the assignment of an Euler-angle orientation.  If the molecules possess symmetry, a number of sinCF maximums exist related by symmetry operations.  SinCF are performed using amplitude square root filtering and normalisation to reduce the weight of the low frequency components.  Identification of maxima in the sinCF (figure 3.15, e) allows the  identification of the common line between a pairs of sinograms.  Further projections are added (projection 3 and so on) by comparing the new sinogram to the previous sinograms [van Heel, 2000 #544].  The search system over all possible orientations leads to testing of values of peaks in predicted positions in all the sinCF matrices of all earlier projections.  The normalised standard deviation of the peak heights serves as an internal quality control.  This standard deviation was also used to remove poor classes during refinement.  This procedure was repeated several times between different classes to obtain a reliable initial model for the structure.  Obtaining the initial model is particularly difficult in the case of an asymmetric molecule, such as RNAp because the classes are relatively poor, as alignments have only been carried out on a relatively small set of reference.  Nevertheless, once self-consistent angles are obtained, it is possible to produce a first approximate 3D structure.
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Figure 3.16 – Sinograms and Cross Sinogram correlation functions.  Two class averages are shown, A and B. Each line of the sinogram images (C and D) is generated from the 2D projection images by taking all the 1D line from the class average.  Each point of the sinogram correlation function contains the correlation of the two lines of the sinograms that are being compared (E).
[image: image11.jpg]1 & 2 can move relative Images 1 and 2 fixed
to each other by the introduction of 3



Figure 3.17 – The principle of common lines.  Two projections of the same object represent central sections of the FT of the object.  These sections intersect along a common line, which runs through the centre or origin of the Fourier space.  Along that  space line the projection lines are identical.  After the combination of sections along a common line, the images are not fixed (left).  Only after the addition of a third section (right), are the projections (sections in Fourier space) have fixed common lines.   

Three Dimensional Reconstruction

Principle: Use the 2D projections of an object to generate a 3D object.  The algorithms used are based on the projection and Radon theorems [Radon, 1917 #654].  Having defined the angles of the projections, it is possible to restore the 3D map of densities using the 2D projections. Forward projection produces a 2D image from a 3D object, back-projection produce a 3D object from a 2D image by translation into the direction normal to the plane of the image (Figure 3.18).  The simplest way is back projecting all 2D projections through the 3D reconstruction volume, but this would lead to a “blurred” reconstruction.   To compensate for the smearing effect of back-projecting van Heel and Harauz [Harauz, 1986 #549; Harauz, 1986 #550; van Heel, 1986 #476, van Heel, 2000 #544] applied exact-filtering procedures to the projections that were individually tailored to the distribution of projections, thereby compensating for the lack of uniform distribution associated with vitreous ice preparations.

Although these algorithms are excellent for generating 3D objects, they will not compensate for larger regions not represented in the input projections [van Heel, 2000 #544].  Thus, when refining the RNAp reconstructions, a low error in Euler-angle assignment was sort, as well as with a widespread distribution of projections over the unit Euler sphere, even at the expense of including projections with slightly higher Euler-angle assignment errors.  During the refinement of the large datasets, a 3D structure would be calculated from ~50 input projections.  The final 3D reconstruction was calculated from at least 50% of the total available projections with determined Euler angles.
Angular Determination Using Anchor Sets

Once an initial, but stable 3D reconstruction of a molecule was available, this object was used to create an “anchor set” of reprojections over different Euler-angle directions [Schatz, 1995 #611; Serysheva, 1995 #435; van Heel, 2000 #544].  This method of angular determination has major advantages as re-projections from a common 3D density are necessarily consistent with each other and contain less noise than 2D projections (or classes) due to the implicit averaging taking place during the 3D reconstitution algorithm.  In addition, a mask can be applied around the 3D object, removing noise. Thus, instead of comparing subsequent class averages with every other input projection, the Euler-angle search is performed with respect to the anchor set projections.  The anchor-set Euler-angle assignment is more sensitive and more precise [van Heel, 2000 #544].  Further improvements to the angular determination were made during the later stages of image processing.  These include centring of classes with respect to the corresponding reprojection of the 3D reconstruction.  Second, the individual classes can be masked, removing more surrounding noise and thus enhancing the angular determination.
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Figure 3.18 – Schematic of the back projection methodology of 3D reconstruction.  The density distribution of the projection is smeared out in the projection direction to from a back projection body.  There is the central section problem, causing a overweighting of low spatial frequencies.  Thus, specific Fourier weighting of the projections are used prior to the back projection, to down weight the low spatial frequencies, thereby giving a balanced reconstruction, from [Frank, 1996 #606].

Iterative Refinements

Iterative refinements are common approaches in structural analyses.  In angular reconstitution the major refinements involves the extraction of the best classes for the reconstruction, improvement of alignment of the images and subsequent refinement of the orientation angles.  The Euler-angle-assignment is based on an anchor set of reprojections (less than 40).  The classed with refined angular assignment are then used to refine the 3D.  The next stage is to improve the alignment of the individual images.  This is achieved by reprojecting the 3D of the molecule many times over the asymmetric triangle (typically 250 reprojections) to produce a reference set for the mutli-reference alignment of the full data set.  This is then followed by MSA and classification and the iterative cycle is complete, outlined  in figure 3.11.

3.5 Data Interpretation

3.5.1 Resolution determination and Filtering

3.5.1.1 The Fourier Shell Correlation

Determination of resolution is achieved by a methodology known as Fourier Shell correlation (FSC) [van Heel, 1986 #119], reviewed in [van Heel, 2000 #544].   To carry out the FSC, the final data set of class averages is split into two halves.   From each of these two datasets a 3D structure is generated.  These two 3D structures are then compared in Fourier space, where the 3D FTs are compared shell by shell [van Heel, 1986 #119].  The cross-correlation of each shell is then plotted. A threshold known as 3 (three standard deviations of noise) determines the level below which the cross-correlation is deemed to be insignificant. This threshold is necessary as it takes into account the number of voxels within each shell.   Other resolution criteria exist, such as the 0.5 threshold are used [Beckmann, 1997 #763; Bottcher, 1997 #764], but this is considered an inferior means of testing the resolution [van Heel, 2000 #544].  Nevertheless, the 0.5 threshold is widely accepted and can be considered a very conservative criteria. For the RNAp, derived homology models were low-pass filtered to assess the accuracy of the FSC [Belnap, 1999 #202; Orlova 2000]. This aspect is discussed further in subsequent chapters and at length in [Grigorieff, 2000 #739] and [van Heel, 2000 #544].

When symmetry is present, the 3 threshold is multiplied by the square root of the number of asymmetric units [van Heel, 2000 #544].  The reason for this multiplication is that the number of independent voxels in the two Fourier-space 3D shells one compares is lower for symmetric particles then asymmetric particles.

3.5.1.2 Filtering of the 3-Dimensional Structure

The aim of filtering is to give a more equal weighting to the very low frequencies and very high spatial frequencies [van Heel, 2000 #578].   This is necessary because during the imaging process, the power of the high frequencies is severely reduced.  The typical Fourier-filter used for the presentation of the final 3D structure is shown in figure 3.19.  Note, that at no point does the filter affect the information content as the signal and noise are multiplied by the same amount [van Heel, 2000 #578]. The low frequencies, from the origin to half the final resolution, are suppressed by up to 70%.  There is a smooth drop off between the unmodified spatial frequencies and those modified. The high frequencies beyond the determined resolution are removed from the structure, as structures arising from these spatial frequencies are not reliable and can lead to noise in the final 3D-structure. 
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Figure 3.19 – Graph representing the filter typically applied to the final reconstructions.  The x-axis represent spatial frequency, whilst the the y-axis represents the multiplication factor.  R represents the estimated resolution.  Thus, a 10 Å structure high frequencies are completely removed at 6 Å, whilst the low frequencies start to become suppress at 20Å.

3.5.2 Homology Modelling

Principle: The aim of homology model is to produce a 3D structural model for sequence with an undetermined structure, based on the structure of one or more homologous structures.  These models can then be used to address scientific problems such as the likely cause of mutations without the need to determine the structure itself.  The accuracy of the homology model depends on a number of criteria, the most important being the amount of similarity between the template and query sequences.  In this work, the homology models were used to help analysed the cryo-EM structures of RNAp, and in turn the RNAp density map could be used to assess the quality of the model at the domain level.

Multiple sequence alignments (between Ec (unknown structure), Taq and yeast Pol II (the known structures)) for each of the Ec core RNAp subunits using secondary structure profiles to guide the sequence alignments were produced using ClustalX [Aiyar, 2000 #543].  These alignments where then manually verified and edited.  The edited sequence alignments were used to carry out homology modelling using MODELLER6a [Sali, 1995 #542] (see figure 3.20). Briefly, the modeller routine defines a series of spatial constraints, based on conserved regions found in both the template structures and multiple sequence alignment.  The structure of the query sequence is modelled base on these structural constraints.  The model finally undergoes an iterative procedure of energy minimisation, followed by verification against the spatial constraints, until a final model is produced.  For each RNAp subunit, ten models were made to identify poorly modelled regions, as these show greater variability when all ten structures are superimposed.   These are typically found in regions of inserts/deletions when compared to the model sequences. For each subunit, from the ten models produced, an average model lacking the poorly modelled region was produced.
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Figure 3.20 - Schematic of the homology modelling of the 70 HTH.  The sequence template model (in this case NarL) and the target are aligned using clustaX.  The alignment and structure are used as inputs to model.  From the structure and sequence alignment MODELLER6a estimates the spatial constraints. Then via an iterative process of rotation and energy minimisation those spatial constraints are satisfied to the best solution.

3.5.3 Docking of a Homology Model into a Density Map

Principle: Docking of a homology model into a density map provides the best spatial fit for the model in the density.   By combining atomic structures of component domains or subunits with cryo-EM 3D density maps, provides structural information about the complete complex that approaches the level resolution achievable from X-ray crystallography [Rossmann, 1999 #425; Baumeister, 2000 #746].  However, it is noteworthy that the combination of high resolutions structures with lower structures only yields a model, with areas of density still subject to inconsistent interpretation [van Heel, 2000 #578].  The fitting procedure can be carried out in real or Fourier space using manual or quantitative techniques [Roseman, 2000 #647].  Differences between the models and the map allows the identification of conformational flexibility and/or functional differences [Roseman, 1996 #742; Saibil, 2000 #641].

The docking procedure used for the models of the Ec RNAp subunits in the Ec electron density maps employed a mixture of manual and quantitative techniques.  First,  a quantitative Fourier space fitting procedure using the program XPLOR [Brunger, 1993 #535].    The obtained fit allowed the identification of structural domains that required individual manual improvement of the fitting.  Domain fitting by small translational and rotational movements was achieved manually and in real space using the “O” software package [Jones, 1997 #331].  Regions of poor fitting model (where the model did not fit the density map) were completely removed from the model.  Loops that protruded through the density were accepted, as these would not be resolved at the current level of structural resolution. The structural domains were then reconnected and underwent an energy minimisation procedure using the electron density map as a restraint.  The model was then globally refitted in Fourier space as before.  The fitting procedure was carried out iteratively until a best fit was achieved. (Overall, the process described above is not unlike the way atomic models are built in X-ray crystallography). 

3.5.4 Difference Maps

Difference maps were generated from either a homology model and a density map or between two density maps.   To generate a difference map with a homology model, the PDB-like file had to first be converted into a density map.   Difference maps between the density maps, either from the homology model or reconstructions, could then be generated using the same methodology.   The first step was to low-pass-filter the two maps being compared, such the two maps were approximately the same resolution.  Subsequently, the density maps were normalised so that they both contained equivalent density distributions.  Map 1 was then subtracted from map 2 to produce to produce the difference map.  This difference map threshold was set such that it only contained positive densities, thus representing the additional density in map 2 that are absent in map 1.  The procedure was then repeated by subtracting map 2 from map 1 to give the additional densities in map 1 that are absent in map 2.

3.5.5 Illustrations

The illustrations in chapters 3 to 8 were generated using the IRIS Explorer [Spencer, 1997 #541] or VMD package [Humphrey, 1996 #751] and rendered using the Tachyon package (http://jedi.ks.uiuc.edu/~johns/raytracer/). All surface representations were displayed at a threshold level corresponding to ~90% of the expected volume. This volume was calculated assuming a mass of the complex and a specific density of 0.833 kDa Å-3.  Rasmol was also used in chapter 1 [Bernstein, 2000 #649]
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